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COMPUTER MODELING OF COMPLETE

IC FABRICATION PROCESS

Abstract

Process and device modeling, especially in two-dimensions, for the complete -W

fabrication process is reported. New understanding of oxidation and diffusion effects in

silicon are reported and new computer tools and techniques are discussed. Device

simulation is coupled to process modeling and new results for both short- and narrow-

channel devices are reported. Non-planar device simulators, both poisson and two-

carrier capabilities, have been developed. New techniques have been developed for

; Iparameter extraction and measurements.
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1. Introduction

This research effort has addressed computer modeling of the complete IC fabrication

process. At the beginning of this contract period the SUPREM l process simulator was

coming into widespread industrial use. As a result of the present activities a complete

s2t of two-dimensional process and device modeling tools has been developed and

distributed. Applications of these tools include both fundamental studies of impurity

diffusion and oxidation phenomena in two dimensions as well as device studies for scaled

MOSFET technologies. A total of seven new PhD's have graduated under sponsorship of

this contract as well as three Masters degrees have been granted. In the following

sections specific proposed tasks and research accomplishments of this program are

discussed. The discussion will be focused in two areas-fundamentals of technology

modeling and tools to couple process and device modeling.

2. Fundamentals of Technology Modeling

In the proposal for this contract, impurity diffusion was cited as a critical dimension-

limiting step in scaling MOSFET's for VLSI. Both the oxide isolation effects as well as

scaling of the intrinsic shallow-junction FET were presented as fundamental concerns.

The objectives cited in this subsection included:

1. Investigation of physical effects for impurity diffusion-especially oxidation
enhancement and local oxidation effects.

2. Development of methods for two-dimensional analysis of these effects.

Accomplishments

Over the period of this contract several major advances were made both in

understanding the kinetics of process models and in developing analysis methods to

support the physical research as well as applications to device design. The

accomplishments can be identified and classified in the following areas:

1. Bulk impurity diffusion and associated point-defect mechanisms ill

2. Impurity diffusion mechanisms in polycrystalline silicon (21

3. Hybrid algorithms for simulation of coupled oxidation-diffusion in two

dimensions (3]
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4. Kinetic models and algorithms for two-dimensional oxidation [41.

Each of these accomplishments will now be discussed along with the intermediate results

which have been presented.

At the beginning of this contract we had reported new results concerning two-

dimensional impurity diffusion [51. These results are widely quoted as the first

quantitative data giving lateral penetration of point defects which alter diffusivity.

Moreover, others have developed analytic models for the phenomena based solely on this

data [61. Subsequent to this novel two dimensional work, extensive data was taken and

published on the oxidation rate dependence of diffusivity in one dimension 171.

Simultaneously, careful examination of the ambient dependence of stacking fault growth

and retrogrowth revealed a power law dependence on oxidation rate 18]. This analysis

lead to the development of a comprehensive model for both growth/retrogrowth of

stacking faults as well as impurity diffusion owing to the generation of interstitials at the

silicon dioxide-silicon interface (1]. This work also opened the way for a further study of

defect mechanisms in polysilicon.

During the course of this research it has become clear that diffusion phenomena in

polycrystalline silicon shows fundamentally different properties than in the bulk. The

study of arsenic diffusion in polysilicon by means of Rutherford backscattering provided

the key evidence that both bulk and grain boundary diffusion occur simultaneously and

can be clearly distinguished [0]. These results show clearly that grain boundary diffusion

is four orders of magnitude higher than in the bulk. Subsequent work showed the effects

of dopant segregation at the interfaces--both lateral boundaries as well as at the poly-

bulk interface 121. In a further study of grain boundary effects related to point defects,

undoped polysilicon was used as a buffer layer to consume defects generated during

oxidation. It was shown by means of marker layers in the bulk that for polysilicon

thicknesses of about 5000A, the grain boundaries consume virtually all defects generated

during oxidation [2). The parameters for the grain boundary model were extracted based

on use of two-dimensional process simulation [101.
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Simultaneously with the polycrystalline diffusion modeling discussed above, a model for

change in the poly grain structure itself was being developed 111]. The key feature of

the model is a dopant dependent growth mechanism which accounts for enhanced growth

in n-type doped layers [121. The combined models for impurity diffusion and grain

growth in polysilicon are now incorporated into the SUPREM II multilayer process

simulator [13].

The problem of simultaneously modeling oxidation and diffusion in two dimensions has

posed both experimental and numerical difficulties. In the course of this work, advances

in both experimental techniques as well as in modeling have been achieved. The

experimental effort used sidewall capacitance and breakdown properties of n+ regions

near locally oxidized edges to characterize lateral boron diffusion in the presence of two-
dimensional oxidation [3]. The modeling used was an extension of a purely analytic

technique developed earlier [14]. By combining a set of analytic solutions for

simultaneous oxidation and diffusion with numerical solutions for the case of a fixed

boundary diffusion, a novel simulator was demonstrated [15). The technique shows

orders of magnitude speed improvement over purely numerical solutions and the

technique has been applied in several device studies [101.

In the process of understanding the process models and their limitations for two-

dimensional oxidation, a new approach is formulated. A novel reduced-grid solution to

the Navier-Stokes hydrodynamics equation was used to model the creeping flow of the

oxide during growth [16]. The numerical algorithm involved an extension of the

boundary-value method developed for efficient device analysis [171. An interaction

between pressure and velocity is used subject to an artificial compressability condition to

simplify the solution. This assumed decoupling is removed upon convergence of the

algorithm. Using the oxide growth simulator, many properties of locally oxidized

structures were investigated and understood. Simulated results and experiments clearly

show the dependence of pad oxide and nitride layer thicknesses as well as etched surfaces

on bird's beak shape and encroachment [18]. An extensive set of simulations and

comparison with published stacking fault data showed the direct correlation of stress

conditions during oxide growth with defect generation. In addition, a first order semi-

* !- j
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analytical formula was developed to model the stress-defect generation dependence [18].

The overall impact of this oxidation modeling effort is two-fold. First, the groundwork is

now laid to develop a more robust coupled oxidation-diffusion solver. Second, the

simulation tool can be used as the basis to go further in understanding the two-

dimensional oxidation kinetics themselves [4]. In fact, both these topics are now being

addressed in the follow-on contract.

3. Coupled Process and Device Modeling Tools

The scaling of devices for VLSI, especially MOSFET's requires the judicious trade-off of

process variables and device dimensions. Short- and narrow-channel effects can be

minimized or can become dominant depending on the design choices to be made. The

proposed research objectives cited in this subsection of the proposal include:

1. The use of two-dimensional tools to characterize performance-limiting effects
in MOS devices.

2. The investigation of new analysis methods to understand fundamental device
limits-especially for short channel devices.

Beyond these two specific sets of tasks, it was projected that the coupling of process and

device understanding and the unified model of MOSFET's would be of lasting value for

VLSI development.

Accomplishments

During this contract an extraordinarily broad set of accomplishments were realized in

the area of tool development and applications. In the area of analysis of MOS

performance limits, processes at Stanford, Hewlett-Packard, and Texas Instruments were

studied with uniformly good results. In the tool development area, two new process

simulators were created as well as a new two-carrier device simulator. The analysis

methods work produced several new results-both in terms of device characterization and

parameter extraction. The list of highlight accomplishment includes:

1. Characterization and modeling of subthreshold and punchthrough limits of

MOSFETs [11O

2. Modeling of narrow-width effects in MOSFETs [201 1211
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3. Process modeling for manufacturing including statistical effects [101

4. Demonstration of a new hybrid analytical/numerical process
simulator-"SUPRAO 1101

5. Demonstration of a new oxidation analysis tool-8SOAP = 123

6. Demonstration of a new nonplanar device simulator including mobile
carriers- PISCES' [241

7. Demonstration of an optimized extraction technique for model parameter
determination--SUXES [25]

8. A new s-parameter characterization technique with applications to
large- signal time-domain modeling [261

9. A new time-domain concept for on-chip signal sampling via optical switches.

Over the contract period two major review articles were written on the subject of

process modeling and they cover many of the topics outlined above [221 [271.

Nonetheless, each of the topics cited above is now briefly summarized.

During a previous contract we demonstrated that Poisson analysis can be used to

understand performance limits of MOSFET's in subthreshold and punchthrough [281.

During this contract we released the IGEMINIm program [29) and used it further to

understand the details of modeling conditions of weak inversion [19], [30). The GEMINI

tool is now used broadly in the industry and cited throughout the literature in this

regard (i.e. see ref. [211). In a follow-on investigation the use of Poisson analysis for

narrow width effects (201 proved to be great value and industrial efforts at TI in this

same direction have developed SPICE models based on the GEMINI tool [211.

In the area of two-dimensional process simulation, two major programs have been

developed during this contract. The process simulator SUPRA was demonstrated [151

and has been broadly distributed in industry. As stated in the previous section, this

tools has been used in several studies to understand physical limits such as boron lateral

diffusion near local oxidation edges [3 and dopant diffusion in grain boundaries of

polysilicon [10). The SOAP program has provided a breakthrough in process modeling of
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oxide growth [23]. Moreover, this program has leveraged fundamental studies of

oxidation kinetics [4].

The further development of device simulation capabilities has focused on nonplanar

analysis including mobile carriers. The PISCES program 124] has provided a powerful

tool for both fundamental and applied studies. Effects such as mobility degredation due

to surface scattering and bulk doping have been modeled physically with PISCES [24]

[30]. In collaboration with Hewlett-Packard, the PISCES program is now being used to

model GaAs MESFET's and to help design new processes. In the follow-on activities

funded by ARO, the program has been extended to two-carriers and will be used for

CMOS latch-up modeling as well as to model other bipolar effects.

The extraction of model parameter, both for process models as well as device models in

SPICE, has been a troublesome area for engineers. Obtaining good model fits with

realistic physical parameters can be troublesome and time consuming. The development

of the SUXES program [25] has provided important leverage in overcoming these

problems. The program has been used extensively for SPICE parameter extraction.

More recently it has become clear that the approach is extremely attractive for both

process and device modeling applications. SUXES is already being used for parameter

extraction for complex process models including multiple species effects. Continued work

with regard to device analysis and direct input into SPICE is an attractive extension of

the work completed under this contract.

It was originally proposed that new methods for analysis of transient device effects would

be developed. During this contract two new measurement techniques were developed as

well as an extension of the one-dimensional transient device simulator OSEDANO [311.

For very fast devices where the transit time is much shorter than typical pulses used in

switching, it was found that by characterizing the device with s-parameters over a large

signal bias range that accurate transient modeling could be achieved based on small

signal parameters [26]. These results were tested for fast GaAs FET's in collaboration

with Toshiba Corporation. Most recently a new time domain has been developed based

on optical sampling switches. In collaboration with Los Alamos National Laboratory the
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technique is now being tested with switches fabricated in bulk silicon. The effort will

continue into the new contract period. This time domain tools should be most useful to

characterize transient charge effects in MOSFETs. A final effort in time-domain

simulation began as a follow-on to earlier work with SEDAN [32] Two novel applications

have been realized:

1. The analysis of bipolar devices, particularly polysilicon emitter structures 133)
and

2. The analysis of latchup phenomena 1341. This latter work in latchup will
continue into the new contract. The two order-of-magnitude computational
efficiency advantage of the approach over a fully two-dimensional analysis
such as with PISCES makes it extremely attractive as an engineering tool.

Conclusions

The preceding two sections have outlined both fundamental advances in two-dimensional

process modeling as well as new CAD tools developed over the past three years of the

contract. Major accomplishments in both oxidation and diffusion studies have resulted

in new understanding of these processes 11) [2] 14). Moreover, new tools for process

analysis--SUPRA and SOAP-have been developed and distributed [15] [23]. Studies

both at Stanford and in industry have shown the relevance of coupled process and device

simulation. The GEMINI and PISCES programs have been shown to be well suited to

these purposes [19] [29] [24]. Parameter extraction capabilities as demonstrated with the

SUXES program [25] have assisted in automated and accurate SPICE model fitting.

Finally, new measurement techniques in the frequency and time domain have advanced

the modeling art and provide the capabilities to gather useful data to understand device

limits [35]. These measurement techniques now flank the analysis and modeling

capabilities reported earlier [36] as well as new enhancements to the SEDAN program for

transient device analysis [311.

As stated earlier, two major review papers outline many of these accomplishments as

well as establishing the overall framework for process modeling 1221 [27]. Appendix I

gives the results presented in the 1981 invited paper [27] while Appendix H summarizes

many of the more recent results given in the 1983 invited paper [22]. Of particular

interest is Figure 20 of Appendix II along with the associated text. The figure reveals
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the interrelationship of the CAD tools developed under ARO sponsorship both in this

program as well as those at Berkeley and CMU.

It should be noted that this program has been exceptionally productive in

communicating results as well as software to the industry. Appendix I1 shows the short

course announcements for the annual research review at Stanford as well as the

attendance lists of companies represented. Also listed in Appendix IlI are the current

statistics on software distribution.

In conclusion, this research program has produced more than half-a-dozen highly skilled

PhD's as well as several MS degrees. These individuals now work for companies 'i s

IBM, Bell Labs, HP, and AMD as well as the Air Force and academic institutiol The

output of both research and software is highly visible and well-received througi the

industry. The follow-on research program will extend many of the most pi P' ,g
results discussed in this report.
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Abstract-This paper reviews the field of computer-aided design as METAL
applied to process modeling of integrated circuit technology and de- 0oooA GATE

vices. Device design applications for proce modeling are considered OXIDE

for both bipolar and NMOS technologies. The kinetics of oxidation ETCHED
and impurity diffusion in silicon ae discussed. The numerical solu- OXIE

tion of impurity diffusion is considered, including grid and time step
constraints. New efforts in two-dimensional process modeling are
briefly discussed along with test structure work needed for parameter
estim ation. 1 LE NGTNNEL ,

1. INTRODUCTION

T ir H lE MODELING of fabrication processes for integrated-

circuit (IC) technology including the simulation of elec- 400
trical device behavior is now as commonly used as circuit OXIDE SELF-ALIGNED

simulation. The purpose of this paper is to define the general LOCAL POLY GATE
OXIDATION

* topic of process simulation, review advances in the field and.-
outline the frontiers as we now see them. The need for such

modeling and simulation tools can be understood by examin- - S AE~ - CHANNELing the met al- oxide- sem icon duct~r. (MOS) transistor cross LENGTH: 2.m

f sections shown in Fig. 1. Fig. 1 (a) shows typical MOS device (b)
dimensions circa 1970 and Fig. l(b) shows those of the cur- Fig. 1. Cross-section view of MOSFET devices as they have evolved
rent state of the art. It can be seen that the vertical dimen- from the 1960's to the present. (a) A p-channel metal gate device
sions of oxide thickness and junction depth, for example, have with 10-MAm channel length circa 1970. (b) An n-channel silicon gate

device with local oxidation used for isolation and a 2-Mm effectivebeen reduced substantially. More important is the shrinkage channel length.
in spacing between the source and drain junction regions-called
the effective channel length. It is this shrinkage in channe!
length that has resulted in the astronomical growth in tran- o-
sistor packing density. However, Fig. 2 shows the effect * MEASURED

that scaling the effective channel length Leff has on the thresh- 08 - SIMULATED

old voltage Vth-the gate voltage needed to turn on the tran-
sistor. From the figure it is apparent that the threshold
voltage changes with channel length. Moreover, the spread - 06

in measured values increases as dimensions are reduced. The
control of both absolute value and statistical spread of param- 04

eters are major concerns for scaled-down devices. Because
hundreds of thousands of devices of varying dimensions are 0

being used on each very-large-scale integration (VLSI) chip,
it is essential that parameter variation should be well under- 0 2 A 6 8 O0 2 4. 6 a 10
stood and controlled. The solid line in Fig. 2 shows the simu- Lf (Incron)
lated device threshold voltage as a function of device channellength. The agreement with experiment indicates that device Fig 2. Threshold voltage - a function of effective channel length for a,

NMOS process 1591. Both simulated and measured data show the
simulation is a useful tool for understanding the distribution dramatic sensitivity to variations In Leff.
and control of device parameters.

Manusript received April 22, 1981; revised May 27, 1981. This work To understand the full implication of Fig. 2 it is necessary
was supported under Army Research Office Contract DAAG29-80-K- to turn to the schematic presentation of the fabrication se-
0013 and In part through Defense Advanced Research Projects Agency quence shown in Fig. 3. Shown in this figure are three aspects
under Contract MDA9O3-79-C-0257.

The authors are with the Integrated Circuits Laboratory, Stanford of the fabrication sequence used to create an MOS device:
Unbmwey, Stanford, CA 94305. 1) a patterning mask is defined, 2) the gate region is etched,
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PATTERNING _4_, makes it highly useful since many fabrication runs and deviceMASK "

_,________________._. topologies can be considered in the time it takes to create the
1 - ALmask first working device. The ability to make variations (or "run

-PATTERNED_.,, splits") is highly desirable both for optimizing designs and for
AEPOLY - A targeting initial choices of experiments to be performed.

GATE . te This paper traces the organization of the process modeling
field. In Section I the understanding of process physics for

SOURCE D RAIN electrical structures fabricated in the bulk silicon technology
AXjunct'on is reviewed. Section III describes the practical considerations

Seff - in creating a process simulator to account for such effects.

Fig. 3. Schematic cross-section of an NMOS transistor with variations In Section IV the applications for process simulation in the
in patterning mask (ALmask), etched polysilicon gate (ALgate) and context of a normal process design and control environment
diffused junction depth (Axjunction) as shown. All contribute to the are discussed. In addition to the device engineering applica-
final effective electrical channel length. tions, it is clear that reiarchers with interests in material

physics are using process simulation in developing their phys-
ical understanding. Section V opens the discussion of pro-

and 3) the junction impurities are introduced into the silicon. cess modeling to a broader range of topics, including two-
Because all changes directly alter Leff, and thus impact the dimensional considerations. In Section VI the new modeling
electrical threshold parameter as shown in Fig. 2, it is apparent efforts in multidimensions are briefly introduced. Section
that an understanding of the various fabrication steps is VII gives a summary and conclusion.
crucial to predicting device performance. The modeling of
the fabrication steps depicted in Fig. 3-as well as all others II. PROCESS MODELS FOR DOPANT-RELATED
needed to create working IC devices-has come to be known PHENOMENON
as process modeling. The impact of process modeling is re- Oxidation and diffusion in silicon are the essential fabrica-
flected primarily via its application in device modeling. The tion steps needed to form IC devices. Hence the study and
results shown in Fig. 2 reflect the essential coupling of process modeling of these phenomenon date to the early days of
modeling and device analysis-that is, the underlying physical transistor design [ I I -[61. Since that time there have been
process variations control the observed electrical variations, continued investigations, extensive collection of data and the

It is important to define the parameters involved in both development of models to represent .the physical effects.
process and device modeling. A simple statement of the prob- Recent reviews give extensive documentation of the results
lem suggests that there are 1) fundamental physical constants [71-[9]. In order to explain process simulation it is use-

* such as mobility and diffusivity, and 2) process-controlled ful to review the basic features of modeling oxidation and
parameters such as gate etch rate and source ion implantation diffusion-the key steps in IC fabrication technology.
dose. Unfortunately, the present understanding and modeling The oxidation of silicon proceeds by diffusion of oxygen to
of these parameters is neither concise nor exact. First, the the silicon interface where the oxidizing reaction occurs 14].
physical constants depend on fabrication conditions and In the process of the reaction there is a motion of the inter-
device topologies. Second, the process parameters frequently face by an amount Axox and a swelling of the oxide layer by
depend on equipment and experimental conditions. Despite an amount I/a, where ai is the ratio in density between the
these obstacles, much progress has been made in quantifying silicon and silicon dioxide. The first-order model for oxida-
both the physical constants and the parameters which depend tion predicts
on processing techniques. Both aspects of the parameters[
involved in process modeling and device simulation are dis- At + r
cussed in subsequent sections. 2X A /4B )

As a final matter for consideration it is useful to define the
context in which modeling and simulation are used. Device where B/A and B are exponentially activated growth coeffi-
design is the dominant motivation for, and application of, cients-the so-called linear and parabolic terms J51. These
process modeling and device simulation. There are a number coefficients, in addition to their temperature dependence,
of aspects of device design, including 1) physical constraints, are dependent on parameters such as silicon crystalline orien-
2) design tradeoffs, and 3) optimization of a given technology. tation, substrate impurity concentration and ambient condi-
The physical constraints involved in device design include both tions [91. From the perspective of process modeling, the
the fundamental constants and practical fabrication conditions. moving boundary created by the oxidation requires careful
For example, the tradeoff between a surface channel or buried consideration 1101. At present, the coupling of oxidation
channel MOS device involves both the carrier mobility and the with other process physics can be stated as a d sterministic
ion implantation used to create the channel region. Hence, at set of independent boundary conditions at tht respective
all times the designer wishes to determine the physical dis- interfaces. Hence there is no need to simultaneouly solve
tribution of impurities and the implication of these impurities for boundary motion along with diffusion. The decoupling
and applied bias conditions on the electrical device behavior, of oxidation from diffusion provides substantial simplificati, n
The tradeoffs of physical constraints with desired performance from that of a free-boundary problem, a typical occurrence
objectives constitute the design process. Design can frequently in many physical problems ( I I. In Section III, the numerical
involve much trial and error; it is the objective of process means for simulating oxide growth are discussed.
modeling and device simulation to reduce the design time and The diffusion of impurities in silicon is directly correlated
simultaneously increase the success rate in achieving well- with the motion of point defects-vacancies and most prob-
designed processes. The relative time and cost for simulation ably interstitials as well 131, (7). The motion of each impurity
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(a) (b)

Fig. 4. Simulated profiles for (a) arsenic and (b) phosphorus impurities
under both intrinsic and high concentration conditions. The intrinsic
diffusion profiles match Gaussian analytical solutions. The high con-
centration profiles show effects of clustering (i.e., the dashed curve in
(a) as given by (6)) and vacancy-enhanced diffusion (i.e., the "kink"
effect in (b) as calculated using a modified form of (5)).

obeys a continuity equation subject to local dependence of and the factors involving either ni/n or n/n i estimate the nor-
the diffusivity on point defect concentrations and the electro- malized equilibrium concentrations of each defect species.
static potential. The continuity equation for each impurity For the simplified forms given in (4), the empirical coefficients
species in one dimension has the form are given by f = D-/D° for donors and j = D/D ° for acceptors.

ac-a-c\x I a) Unfortunately, experimental results are not yet available to
aC a (D C + (De (2) resolve the details of individual defect contributions to (5),
at ax ax kT ax axi although in the case of phosphorus the shape of the profile

where C and C are the total and electrically active concentra- under high concentration conditions shows three distinct

tions (the plus sign applies for acceptors and the minus sign regions which have been interpreted using this model [7].
for donors) and 0 is the electrostatic potential given by The determination of the exact point defect kinetics involved

in impurity diffusion is a topic of extreme importance in the
kT I n n further development of process modeling.
q ni Under conditions of high concentration there can be cluster-

ing and precipitation of impurities which result in electrical
where n and ni are the actual and (at the diffusion tempera- inactivity [ 121-f 141. A typical example of this effect can be
ture) intrinsic electron concentrations. Under conditions of given for arsenic where the relationship between total and
high impurity concentrations, the diffusivity is substantially electrically active concentration is
changed. The simplest formulation for the changed diffusivity
is given by C = C + nkC n  (6)

D - D / + (4a) where n is the number of atoms in a cluster and k is the equi-

( /librium constant which is temperature dependent. Although

for donor impurities and it is possible to model this process dynamically [131, at
present the data suggests this is not necessary for practical

Da-D (4b) conditions. Mathematically, a dynamic model would require
coupled continuity equations with an associated rate constant
to describe the coupling between the two states. Although

for acceptors, where Di is the intrinsic diffusivity and P is theri e t concling the r ates 3 thouta

an empirical coefficient. There are more complicated formula- ti er hea om ering twosecies and the aocia

tions which consider the charge state of the point defects. tions o e ming t se s an do ot
Forexaple usng vaanc moel 71 he iffsivty an restrictions concerning time steps for simulation do not

beoritteape sin aac oe 7 h ifsvt warrant such model complexity. Hence, in present process
be written as simulators an equilibrium model such as that given by (6)

+ is used.D=-Do + D* + D--)+ D"(n (5) To summarize the preceding discussion of impurity dif-
n ) P11 )fusion, Fig. 4 shows the simulated profiles for arsenic and

where the superscripts denote the charge state of the point phosphorus, each diffused for equivalent times under con-
defects associated with each contributing portion of diffusivity ditions of both low and high concentration. For the low

N
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Fig. S. CT0oa-section of an NMOS transistor during the fabrication
sequence to illustrate the dominant role of oxidation and impurity
redistribution including the two-dimensional effects of topography.
(a) Implantation of boron and the local oxidation to isolate trans-
sistors. (b) Implantation of arsenic to form source and drain along
with the additional topography changes due to oxidation.

concentration results, where the maximum concentration dioxide system favor boron in the oxide and phosphorus
is less than n i , the profile is nearly Gaussian in shape as would and arsenic in the silicon [4]. The physics of this redistribu-
be expected from classical theory for constant diffusivity tion are still being studied and coefficients presently used for
141. The high concentration profile for arsenic shows the process modeling represent the results of data analysis based
effects of enhanced diffusivity and clustering. The specific on equilibrium kinetics (i.e., h has a large value). The presence
details of the models used in these simulations are described of multiple layers, such as the gate region shown in Fig. 5,
elsewhere 115 1. There are several recent discussions of process requires the proper application of the diffusion equations in
modeling including diffusivity, high concentration and cluster- all regions with appropriate boundary fluxes used at each
ing effects, as summarized in the preceding [ 161, 141. interface. The numerical implications and implementation

The preceding discussion has emphasized the individual of these equations are discussed in Section III.
effects of oxidation and diffusion. In IC technology, where As a final point with regard to the physics of moving
impurities are diffused during oxidation, the two effects are boundaries for one-dimensional process simulation it is im-
intimately coupled in device fabrication. In addition, there portant to consider the models for deposition and etching.
are frequently multiple layers of material involved in a prac- In principle, the models appear to have the same basic form
tical device structure. For example, portions of the fabrica- as does oxidation of silicon. However, the kinetics of both
tion of an NMOS device are shown in Fig. 5 with schematic chemical vapor deposition and plasma or reactive ion etching
cross sections. The first step shown is the patterned ion- involve more complicated kinetics-even for first-order model-
implantation of boron and subsequent local oxidation to ing. In the case of epitaxial deposition it has been demon-
form the so-called field regions which isolate the devices. strated that the transient properties of both the silicon deposi-
The important aspects of these steps include masking proper- tion and the dopant incorporation must be considered [ 171-
ties of the silicon-nitride/silicon-dioxide layer (both for [19]. The modeling of one-dimensional etching to date has
implantation and oxidation) and the oxidation/redistribution been of an empirical nature [201. In addition, there are
of boron during the field oxidation process itself. The second system dependencies including partial pressures and bias/
section in Fig. 5 shows the patterned polysilicon region which loading effects. Nonetheless, it appears that kinetic models
masks the source-drain ion implantation. Subsequent oxida- will soon be developed [21].
tion will change its thickness, doping concentration and topog-
raphy. It is apparent thit the oxidation of all silicon surfaces Ill. COMPUTER IMPLEMENTATION
is a major factor in device technology. The consideration of The computer implementation of process models for IC
two-dimensional effects for both patterning and oxidation/ fabrication dates from the mid-1960's and is based on work
diffusion are considered in Section VI. at a number of industrial laboratories [221-[241. It was

The presently accepted statement of the moving boundary clear at that time that a numerical solution of the oxidation/
problem for silicon oxidation involves a deterministic motion diffusion problem, even in two dimensions [25], was not a
of the interface as described earlier. The impurities are re- major problem. The lack of suitable kinetic models, however,
distributed in concert with this convective boundary motion was a major obstacle-the emphasis on phosphorus-diffused
via the thermodynamic segregation properties between the bipolar technology at that time created a special problem due
materials. There is a flux from material I to 2 given by to the complicated diffusion characteristics of ph6sphorus.

C,) Another problem, probably as important as the lack of accu-
F,- = h C - (7) rate kinetic models, was the need for an engineering-oriented

tool that utilized the available process models. In the 1970's,
where F is the flux from region I to 2, h is a velocity which circuit simulation became solidly established [261, providing
accounts for the equilibration rate of the segregation process a practical example for developments in related disciplines.
and m is the segregation coefficient. This flux is then included As early as 1971, a process-oriented device simulator demon-
as a boundary condition for the diffusion in each layer. The strated the concepts of using a process description as a user
segregation properties of impurities in the silicon/silicon- input format [271. Building on the previously reported
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modeling approaches and experience from circuit simulation, constant over each individual cell during the time increment,
process simulation has now become a useable engineering as are the diffusivity and other physical parameters.
tool 1281, [29).

In summary, the factors which have influenced the devel- B. Numerical Implementation
opment of process simulation have been primarily the lack Having explored briefly the comparison of numerical and
of both accurate kinetic models and a viable user interface, analytical approaches to process modeling, this subsection
Numerical implementation, while it does not critically limit gives a description of the numerical approach. It is necessary
the development of process simulation, poses an interesting to create a spatial grid on which one solves for the concen-
challenge in implementing kinetic models. Some of the tration of impurities as a function of time. The grid spacing
choices made in implementing process models for oxidation must be sufficiently dense so that all profile features are accu-
and diffusion are reviewed later. rately represented. On the other hand, since numerical solu-

tions can be time consuming, it is important not to use anA. Numerical Versus Analytical Computer Solutions excessie number of grid points for the solution. In a similar

In order to accurately model the processing of IC devices, way, the increments of time used for process simulation must
numerical and analytical techniques have been considered be short enough to not "step-over" important effects-thereby
1301, [311. While analytical solutions exist for expressing causing errors. But if the time increments are too small the
an impurity profile using processing information, they are simulation time becomes excessive. Moreover, for shallow
usually derived either from a simplified physical model or profiles as used in VLSI devices, the proper control of time
from a functional fit to empirical data. These approaches increments is reflected directly in junction depths which
tend to be valid only for a restricted set of processing con- control, for example, simulated channel lengths in MOS
ditions. On the other hand, the analytical techniques provide devices. The time step constraints are especially important
excellent insight and efficiency-independent of their use- since the objectives of a simulator for complete process
ability for complex kinetics or multistep processes. Numerical modeling require numerical solutions over many process
methods allow a more exact modeling of the physics involved steps and, frequently, long periods of time.
during the various sequential processing steps. In addition, The schematic operation of process simulation is illustrated
they tend to be more accurate and are applicable over a much in Fig. 6(a). For each step in the sequence which describes
wider range of processing conditions, integrated circuit fabrication-for example ion implantation

Impurity redistribution during thermal cycling is an impor- followed by diffusion and oxidation-the physical and chem-
tant and useful example to consider in discussing the choice of ical changes in the one-dimensional slice are simulated on a
either analytical or numerical solutions. For impurities whose spatial grid by means of incrementing time and solving the
peak impurity concentration is below ni, the intrinsic carrier diffusion equations for all impurities. Time is advanced and
concentration at the diffusion temperature, simple analytical the process is repeated until the final specified time for that
solutions fitting the impurity profiles to Gaussian or comple- step is completed. Then the next step is considered and the
mentary error functions have been widely used [4]. At high inner simulation loop is again activated. Fig. 6(b) shows a
concentration levels, greater than ni, diffusivity becomes a typical input specification for a three-step process used to
function of distance as shown in Fig. 4(a). This invalidates create the so-called boron channel-stop r-ofile under the field
a key assumption used in derivinA these simple solutions, oxide which isolates neighboring devices. The first step is a
Several analytical approaches have been reported [321-1341, boron ion implantation which takes no looping in time to
based on polynomial curve fits to empirical data for arsenic simulate-simply a lookup table of values for the profile spatial
or boron diffusion at high peak impurity concentrations, distribution [35]. The subsequent oxidation steps each re-
These models become inaccurate as the peak concentration quire inner simulation loops in discrete time as shown in Fig.
approaches n i because of model assumptions. In addition, no 6(a). The input format of each step uses keywords to identify
satisfactory analytical model exists for phosphorus profiles at needed parameters and simulation control. For example, the
high peak concen; jtions. The most seriousshortcoming of the MODEL card specifies the physical coefficients used to model
analytical solutio..s results from the fact that the physical char- diffusion and oxidation, while the STEP card gives the process
acteristics of the system are changing in both time and space dependent information such as times and temperatures. The
during the processing step. For example, boron diffusivity physical change shown in Fig. 6(a) corresponds to added thick-
may be enhanced due to its own high concentration or self- ness of the oxide layer (see (1)). The chemical change is the
induced electric fields. It may be substantially altered by the redistribution of boron by thermal diffusion (see equation (2))
presence of significant concentrations of n-type impurities, and segregation into the oxide (see (7)). These equations are
In turn, the presence of boron in high concentrations may evaluated at each time step and, in the case of the diffusion
influence the diffusivity of other impurities or it can affect equation, all grid points are solved simultaneously by means
the oxidation rate of silicon, of standard matrix inversion techniques [361. Fig. 6(c) shows

The accuracy and generality obtained by using the more the impurity profiles of the boron in both the silicon and
physical models which must be solved numerically is obtained oxide at the end of each of the steps. Although the simula-
at the expense of increasing complexity. The device cross tion grid is not shown, there is grid allocated both in the
section, whether it is one- or two-dimensional, must be dis- oxide and in the silicon. For the case of boron diffusion and
cretized in space-represented as a collection of small celL, segregation, a major fraction of the dopant ends up in the
The processing time, for example, the time of an oxidation oxide. The interface plays a dominant role in this process-
step, must also be discretized. This discretization of time both physically and numerically. Let us consider the problem
and space allows the important assumption to be made that of grid allocation in a two-layer system including the effects
the concentrations of the various impurities present are of segregation. Following this discussion we will return to the
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COMMENT REDEFINE WET OXIDATION COEFFICIENTS Fig. 7. Schematic representation of a spatial grid structures. (a) An
MODEL NAME-WETI. PRTE,7.0. PREA-t78, PRES-0.92 abrupt interface model. (b) An interface of finite thickness.

COMMENT IMPLANT BORON AT 65KEV
STEP TTPE.IMPLANT. ELEMENT'B, OOSE-.0EI2. AKEV-6S simulation is shown in Fig. 7(a), where a section around an

COMMENT OXIDIZE/DR1VE-IN interface between two layers of material is shown. The thick-
STEP TYPE.OXIDIZE. TEMPERATURE.1000. TIME-10. MODL-DRY ness of the cells representing the materials on either side of the
STEP TYPE=OXIDIZE. TEMPEPATURE-1ttO. TIME.KT3. MODL.WETI interface is shown to be constant within a particular layer.

END A nonuniform spacing may result if the two materials have

(b) different densities (i.e., silicon and silicon dioxide) in which
case the movement of the interface will cause the grid on either

., , " BORON DOSE side of the moving boundary to become nonuniform.
5 O'

2 
cm 

2 ENERGY 65 KeV The flux of impurities across the interface is determined by

S3-101
7 

(. )10mi DRY 02 AT IOOOC the segregation flux as described in (7). When there is move-
ment of the interface, an additional motion-induced flux

73 m WET 2 ATIOOO F -Vox (aC- I - C1 ) (8)

2.0o,7 is needed when the interface crosses a cell boundary to account
for the relative expansion of the oxide layer due to the differ-
ence in density I 101. Although this approach is adequate for

1 -- (3
)  

SIL,CON long diffusion times, recent experimental results have sug-
gested that the preceding modeling of the interfacial region is

insufficient [37]-1381. The transition region from one ma-
terial to another has a region of finite thickness that acts as a

trap for the impurities present near the interface. To more
accurately model the effects of the interface, a modified grid
structure, shown in Fig. 7(b), replaces the abrupt interface
with an interfacial cell of finite thickness. The motion-induced

(c) boundary flux is unaffected by this change, but the segrega-

Fig. 6. The schematic representation of processsimulation asa sequence tion flux across the abrupt boundary is replaced by two similar
of steps and an example. (a) Flowchart showing outer-looping on equations describing the flux across the boundaries of the
steps and time increments involving numerical simulation on a grid
structure. (b) A typical input specification for a process sequence interfacial cell. These two fluxes are
( 15 1. (c) Output plots of boron in the oxide and in the silicon fo
the steps listed in (b). Fm = h C l  Ci + IN (9a)

problem of diffusion including grid and time constraints as znd
they affect the numerical simulation. C'

One implementation 15) of the spatial discretization of the F=h( - - (9b)
silicon/silicon-dioxide structure foi a one-dimensional process
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where Fm is the flux between the interface cell and the layer where
below it, F. is the flux between the layer above and the inter- 2D, -

face cell, and mm and m. are the corresponding segregation / =

coefficients. The effects modeled by the inclusion of this hi- (hi - 1+ ) 

interfacial cell are most significant for the shallow junction 2D,-, 2Di
depths and short diffusion times needed in VLSI technology.
The thermal redistribution of impurities between the cells not hi - 1(h, - I + hi) hi(hi -I + hi)

at the interface is due to diffusive fluxes which are calculated Aii =
using (2). 2D i +I

As mentioned in Section 11, the oxidation of silicon to form hi(hi - + h,) ' =i+I

silicon dioxide can be described by (i). However, this tor-

mulation assumes that the parabolic and linear growth rate 0, j < i - I or j > i + 1. (15)
coefficients B and B/A are constant over the duration of the
oxidation step, an assumption that is not valid as the concen-
tration in the silicon at the interface exceeds ni,. Thus (I ) is D, is the diffusion coefficient and h, is the grid spacing he-
recast in the incremental form tween grid cells i and i + I.

From 1361 , the solution to (12) can be represented in terms
S-2( of matrix exponentials (i.e., eA Z,-=0 ( I/n!) A n)
2~x - (2x + A) + /(2xo x + A) + 4RAt (10)

C(t) = eAI (0) (16)

and the values of B and B/A are recalculated at the beginning w
of each time increment At. where (Ct0) is the initial concentration vector. Defi- liscrete

The spacing of the grid on which the physical system is simu- times t n , t, I such that t, = + At and the concentration
lated is of critical importance. The most obvious consideration at each time step can be written

in choosing the grid spacing involves the need to accurately =

represent the distribution of impurities. The accuracy of the
physical representation is the most important consideration, = etc(o) (17)
but this choice also affects the accuracy of the numerical n + = j(tn 1)
solution. Depending on the error terms of the numerical
method used, the time step must decrease as the grid spacing = +C (0)

decreases. = AAreAln (o)

The constraints on both grid spacing and time increments are
illustrated by the following example. For the diffusive fluxes, = eAtC ( 118)
ignoring all second-order effects, the change in impurity doping Combining 117) and (18) yields
in a volume changes with time in a manner described by Fick's
second law tn +i - (n= 11 = ,,-Aat] (,+1 1 (19)

ac =a [acd Schemes yielding first- and second-order accuracy in time
-ax (a1x) are obtained by using first- and second-order approximations,

a respectively, to (1-e -Aat) in (19)

In order to solve this problem over the spatially discretized For a first-order solution,

system, a matrix equation of the form I- -= AA1 + IAAt) 2 
- +

, = .AC (12)
at = AAt + et (AAt) (20)

is needed, where C is the concentration vector where

At
Ce l, < - max lANi1. (21)

C2

• . Ignoring the error term, equation (19) becomes:n+1 - e- = AAr '. (22)
Cm- This can be rewritten as

The matrix A is defined as A t At

All A, 2 ... Alm From (21), the maximum relative error at point i can be

A t A22 . A2 approximated by I(At/2) Ail. To keep the relative error

A = (14) below e at each point, At should satisfy

m max A Ali <e (24)
AAMm Am2 2.. Amn) 2
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,- the absence of other considerations will determine the order
of the solution method used. The results of Fig. 9 indicate

a I A that truncation error bounds less than the cross-over value of

ii A l e = 3 are needed, favoring the second-order solution method.
The second-order method is also prefered due to consideration
of overall accuracy and speed of convergence, but requires
greater programming overhead and calculations per At. To
stay within the e = I error bound shown in Fig. 9, several
hundred At's were needed, even though the total time simu-
lated was only 15 min. Because the number of iterations grow
rapidly with greater accuracy of solution, care must be taken
so as not to specify unnecessarily restrictive error bounds. The

1 tradeoff of accuracy versus time of solution is emphasized here
A 0. since most processing sequences have at least one step requir-

-- - ing an accuracy obtainable only through truncation error
bounds less than 3. In fact, for today's VLSI structures, simu-

0 1 4 lations using error bounds greater than 3 will result in erro-
• MITNUE neous device performance predictions.

Fig. 8. Plot of truncation error versus At for both first- and second- To summarize this section, several final observations are
order solution methods for several values of max/I i < N IAiil. The helpful. Analytical techniques generally give good results for
solid line is for a first-order solution and the dashed line is for a second-
order solution, a minimal computational effort. However, when a range of

sequential processing steps must be modeled, more physical
models utilizing numerical techniques are required to achieve
an accurate solution. The numerical solution technique used,
the accuracy required, and the maximum acceptable time of
solution, all affect the decisions made in designing and using
a numerical process modeling program.

IV. COMPUTER PROCESS SIMULATION FOR
STUDYING PHYSICAL EFFECTS

The users of process modeling can be divided into two
-- lb "'Yr, A' I\ I 'groups. One group contains process engineers who view model-

AEp'T 1 \ " \ ing as a tool in the design and refinement of processing se-
quences. The other group uses process modeling to better

14.... . ....................... ,.. .......... understand the physics involved, which leads to better process
. m.I , " i n I 1', models.

'- nPT. ,,m~~l' A major advantage of the numerical process simulation
Fig. 9. Plot of several simulations of a phosphorus predeposition using app r atsnta l o esseican be mled o

different truncation error bounds. approach is that sequential processes can be modeled over a

wide range of processing steps and conditions. It is this capa-
bility that brings process modeling out of the realm of research

which yields a limit on the time step of and allows it to be used as an engineering tool. The typical

2e process involves a dozen or more processing steps, each of

At < (25) which depends on the preceding steps. To a process engineer,
max JAii[ this ability to model a series of sequential processing steps is

< i < N crucial,

IA511 is approximately 2Di/h 2 So One important consideration in designing a new process, or
in modifying an existing one, is the calculation of sensitivities

At, < rin E. (26) to fluctuations in the individual steps that are used. Because
I < m L N . (6 the final structure depends upon a linear sequence of steps, a

minor variation in a step early in the process may be amplified
For a second-order solution during subsequent processing. For example, minor variations

m . ( in processing temperature or implant energy can have a signifi-At2 < min "Il -/"  (27) cant effect on the junction depth and oxide thickness. This

I < i 4 N [D1 J is especially true in the state-of-the-art device processes that

The significance of (26) and (27) can be seen in Figs. 8 and 9. depend upon very shallow junctions and thin oxides. Identify-
Fig. 8 is a plot of the error term e versus At for both first- and ing those steps in a process where fine control is needed to
second-order solution methods and for several values of A1 l. avoid unacceptable variations in device performance is a
Fig. 9 shows the results of a high temperature, high concen- widely used application of process simulators.
tration deposition simulation using a first-order solution The modeling of diffusion, oxidation, and segregation in the
method for several values of e. From Fig. 8 it can be seen that processing of semiconductor devices is complicated by many
the size of the allowable error in the solution will have a sig- interacting physical mechanisms. Process modeling provides
nificant effect on the total time to achieve a solution, and in the capability to separate out the effects of various mecha-
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nisms, and thereby provides an effective tool for understand- 1400-

ing and development of physical models. It is indeed difficult I

to extract parameters from experimental data; however, the 1200- eceron1
use of computer simulation in conjunction with experimental
data, makes parameter determination more tractable 1391. 100

To illustrate the leverage of simulation, consider the oxida- -
tion enhancement of diffusion (OED), where one has available
only the initial and final oxide thickness and impurity profile, Boo.

along with the processing conditions used. The factors that
influence OED, the oxidation rate and the impurity fluxes, 600- oles

change significantly during the processing step. Extracting
accurate values for the OED coefficients requires a large 4001
amount of experimental data. However, if a process simulator
is used to model the coupled effects of oxidation and segrega-
tion, the OED coefficients can be determined more accurately
and with far fewer experimental runs [391. The interdepen- 'c:
dence of effects will become even more critical when extract- 13 14 1 16 17 IS 19 ?0 21
ing coefficients for models where the driving mechanisms are Loq Carrier Concentrat ion /,ml
varying rapidly with time, as is typical for shallow junction, (a)
low temperature processes, and short process times. ,oo1

The primary result when simulating a sequence of process- 110

ing steps is the impurity distribution versus distance. When
extracting data from a process, one usually obtains electrical

characteristics rather than directly observing the impurity
distribution. A common measurement is the sheet resistance
R S of a layer, defined as R s = p/x, where p is the resistivity >
of the layer and x is its thickness. The sheet conductivity, L I00 0 0which is the reciprocal of the sheet resistance, can be calcu- 0

lated from

GS = q(9nn + JJpp) dx (28)

10 L-00-
where n and p are the electron and hole concentrations and o20 1o2 1022
p. and pp are the mobilities of electrons and holes 140). This PosPoRus suRFACE CONCENTRATION (c,
expression can be simplified when considering a layer where PR )

either holes or electrons dominate, which is most often the

case. For a p-type layer, such as a boron diffusion, equation Fig. 10. (a) Plot of electron and hole mobilities in silicon versus inpur-ity concentration. (b) Variations in junction depth and sheet resistance
(28) would simplify to for a simulated phosphorus deposition at 8SO*C versus the surface

concentration of phosphorus.

Gs = qppp dx. (29) a concentration of about I X 10 2 1/cm 3 , two effects become

apparent. First, the mobility decreases rapidly as shown in
This integral is complicated by the fact that the mobility 5ip Fig. 10(a). Second, the bandgap narrowing effects of the
is concentration dependent, as shown in Fig. 10(a), and, phosphorus model 171 become significant and the junction
therefore, varies with distance. For certain impurity distribu- depth falls off. Both effects combine to give the results
tions, where approximations by Gaussian or certain other shown. This example clearly indicates the complexity of inter-
distributions are valid and where peak concentrations are such action of physical models and parameters such as mobility.
that an effective constant mobility can be assumed, analytical Sheet resistance is a valuable parameter in checking the
expressions exist for calculating the sheet resistance with status of the wafers while in process as well as determining
acceptable accuracy. However, by using numerical integration aspects of the eventual device performance. The extraction
techniques the sheet resistance of arbitrary layers can be easily of detailed impurity profile information requires much more
determined. At present the primary limitation in accuracy time. For example, incremental sheet resistance measure-
of simulated sheet resistance calculations is the availability ments, where layers are sequentially removed, take several
of reliable mobility data and models. Fig. 10(b) indicates minutes per layer and the data becomes noisy for deep junc-
the complex interaction of the concentration dependent tions and low concentrations 1411. On the other hand,
mobility and the phosphorus diffusion model [41]. Both spreading resistance is frequently used to obtain profiles,
the simulated junction depth and sheet resistance are shown and data can be determined in les than an hour. In this case
as a function of phosphorus surface concentration for a fixed the data must be numerically corrected to obtain profile infor-
deposition time at 850°C in a phosphine partial pressure (41 ). mation 142]. Both incremental sheet resistance and spreading
As surface concentration increases up to n, the junction depth resistance, while useful are not routinely used in process con-
increases and the sheet resistance decreases. However, above trol. The prediction and measurement of sheet resistance, on
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the other hand, is invaluable. For this reason the capability 1021 . . . . . . . . .

to predict the sheet resistance and certain other electrical
characteristics is an important addition to process modeling fo.-.
programs. o- s

V. DEVICE APPLICATIONS FOR COMPLETE 0 °  °
PROCESS MODELING ti 1,

In the previous sections both the physical and numerical °

aspects of process modeling have been considered for the one- o ooo..
dimensional case-namely a vertical slice into the silicon wafer. TEST WAFER
Based on the availability of one-dimensional process simulation 6 ___
it is possible to consider a number of device applications. In Z r

0
this section a few of these applications are discussed in light ,o,1 6L669.
of practical device structures. While the dominant emphasis to
this point has been one-dimensional process effects, it will be- ,4 ...
come clear from the examples that understanding the two- 000 040 080 120 16o 200 240

dimensional process- effects is critical-especially for scaled- DEPTH IN MICRONS

down MOS devices. In fact, this section will discuss MOS (a)
examples which motivate the further discussion of two-dimen- 2-

sional process modeling in Section VI.
00.

A. Physical Dimension Control for Devices -

For many applications, and as a practical matter of process ] aq
control, the accurate knowledge of physical dimensions of U0,
devices is a major concern. In bipolar technology the epitaxial ..
layer thickness and base width are two specific examples where
dimensional control directly couples with electrical and process ,°
control factors. The modeling of these factors has been con- a

sidered using analytical approximations [431, yet the advent CL
of more accurate means to simulate impurity diffusion including *

the coupling of diffusing species now makes the correlation S
between process specification and resulting physically observ- Csea

able parameters a viable and valuable design tool. Fig. I I shows U4
the result of simulated and measured base-emitter profiles across

a test wafer for a gas-phase predeposited phosphorus emitter".•.0
bipolar process. In this case the process shows a rather extreme 16s
sensitivity to temperature gradients across the wafer because the
deposition conditions are near a knee in the solid solubility
curve [441. Further investigation and experimentation revealed 1--.--- - , . . ... ... 2.400.00 0.40 o go 1 .:o t.60 2'.00 2.40
that ion-implanted emitters provide superior profile control as OFIPTH IN MICRONS
might be expected (45 1. This basic approach has been demon- (b)
strated for other bipolar technologies (461. Although bipolar Fig. 11. Measured and simulated impurity profiles for a double-diffused
technology has been scrutinized most carefully from the per- phosphorus emitter bipolar process. (a) Corrected spreading resistance
spective of profile control, scaled MOS technologies have also profiles across a quarter-wafer test chip. (b) Simulated profiles forthe corresponding conditions and assumed process variations 1441.
become dominated by the need for strict dimensional control
of impurities. For example, the double-diffused MOS (DMOS)
technology, while not a contender per se for VLSI status, illus- designers include sheet resistance, junction capacitance, thresh-
trates specifically the factors of junction depth and profile con- old voltage and gate capacitance for MOS devices. In addition
trol as they affect device performance (471, [48]. In addition, to the parameters listed in the preceding, the dc components
as will be pointed out shortly, the source/drain junction depth of current transport and recombination for bipolar devices are
of MOS devices directly impacts parameters such as threshold essential. Fig. 12 illustrates the physical relationship of the
voltage and breakdown properties [491. In a manner very sheet resistance and junction capacitance to the doping profile
similar to emitter junction depth control for bipolar, the con- for a double-diffused structure. The solution of Poisson's equa-
trol of shallow n+ junctions as correlated to key process vari- tion is used to determine depletion edges, both for zero bias
ables is a very important factor in NMOS design, and other conditions. This approach is sufficient to establish
B. Process Dependence and Control of Electrical boundary conditions for either I) integrating the active charge
Prameters-One-Dimensional to obtain sheet resistance (perpendicular to the one-dimensional

impurity slice, or 2) using total depletion layer width to extract

There is a wealth of electrical parameters that can be con- capacitance.
trolled given an understanding of the one-dimensional impurity In the case of MOS devices, the relationship of channel im-
profiles. The most obvious parameters of concern to device plant profile and threshold control has been carefully considered
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Fig. 12. Device parameters which can be obtained using one-dimensional (a)
process and device simulation. (a) Schematic view including: sheet -6
resistance, junction capacitance, diode, and transistor transport cur-
rents. (b) One-dimensional profile with emphasis on the free-carrier
profiles as they control sheet resistance and junction capacitance.

[501. The development of more complex channel doping 1°

schemes has continued and the need will be increased for
tools to predict threshold sensitivities of more aggressive tech-
nology. Fig. 13 illustrates several implanted boron profiles l0-8  DOUBLE
used to obtain nominally the same threshold voltage. The IMPLANT-
primary difference between the approaches is the reduced sub-

threshold current obtained using the deeper implanted profile.
Although the subthreshold characteristics involve two-dimen- 10-  25 kev
sional effects, the clear dependence of electrical properties on 60 S ....
the one-dimensional profile is an important aspect of the design
process. In fact, the characterization of the boron profile using 100 5e
large geometry gate capacitance and MOS devices is a standard 1o.1O
tool in process design.

As a final point, it should be reemphasized that many factors
involving bipolar current transport can be characterized to first
order based on one-dimensional approximations [511, 152). 10-1 1  

I I , i , I

As an important historical note it should be stated clearly that 1 2 4 6 8 10
one-dimensional bipolar device analysis has been considered VDS (VOLT)
extensively [531-[57). Moreover, the direct coupling of pro- (b)
cess and device analysis was demonstrated using simplified ana- Fig. 13. Technology tradeoffs in choosing a channel implant for setting
lytical and numerical techniques (271. Nonetheless, the threshold in an NMOS device. (a) Several choices of implant dose and
process understanding and modeling during earlier investigations range conditions. (b) The resulting punchthrough curves of channel
was not sufficiently accurate to match experimental results. current with implant as a parameter.

Even now, the understanding of minority carrier and contact
effects at a physical level limits our ability to model bipolar The cross sections shown in Figs. 3 and 5 illustrate the role of
devices accurately. It is clear, however, that the coupling of topography in controlling the dimensions and lateral profile
one-dimensional process and device analysis for evaluation of shapes in scaled NMOS. It is well known that the channel dop-
transport and minority carrier currents in bipolar devices is a ing profile directly affects threshold voltage, subthreshold be-
valuable tool in technology development 1581. havior and punchthrough (591. The example given in Fig. 2

shows the role ot two-dimensional field effects on threshold.
C. MOSDevice Parameters-The Two-Dimensional Namely, as the channel length becomes shorter, the two-
Modeling Frontier dimensional field-effects from source and drain and their sensi-

As a final point for consideration, the problems of scaled- tivity to channel length dominate the threshold behavior.
down MOS devices provide a focal point for applications of The results presented in Fig. 13 have illustrated the profile
process modeling. As stated in Section 1, the scaling of channel effects on bulk punchthrough due to channel profile control.
length causes two-dimensional effects to become dominant. To illustrate the two-dimensional nature of profile sensitivities

0--.



1316 PROCEEDINGS OF THE IEEE, VOL. 69, NO. tO, OCTOBER 1981

SOURCE GATE DRA1I

CA0DET
POISSON N DRAIN

- / - -0. SO. RC

E//., • __/ 040

-C10 R - V V

i0"" Fig. 15. Potential contours for an NMOS device, typical of that shown

, " P , Iin Fig. 1(b), and the extracted gate capacitance using incremental bias
0 2 4 6 8 10 solutions and integration of the depletion charge.

VOS (volts)
The device sections shown in Fig. 5 represent two aspects of

Fig. 14. Semilogarithmic plot of drain current versus drain voltage for
a short-channel device under punchthrough crnditions as a function two-dimensional Process modeling-aside from the device
of source-drain junction depth 159 1. analysis considerations discussed above. Topography and its

modeling is essential for understanding a variety of fabrication
for punchthrough, Fig. 14 shows results of varying junction limits including lithography, patterning, and step coverage. The
depth for a nominal one-micrometer channel length device. As advent of simulation tools in this area began in the late 1970's
stated in Fig. 3, the junction depth has a direct correlation with [611 and has quickly evolved into a major tool in process
changes in effective channel length. The semilog plot of cur- development-especially in the area of choosing equipment for
rent versus voltage shows shifts of the order of hundreds of lithography. Although it is beyond the scope of this paper to
millivolts which correspond to order-of-magnitude shifts in explore the variety of models and simulation techniques used
current for a fixed gate voltage. These inbreased subthreshold for modeling topography, the reader is referred to several recent
currents are critical to the performance of dynamic circuits publications on this subject [62] -[641. It is important to note
since storage is directly degraded by such leakage, the controlling influence of topography on both electrical and

As a final illustration of impurity and topography sensitivities physical parameters of VLSI devices. One point to emphasize
of scaled MOS devices, Fig. 15 shows the cross section, poten- concerning topography modeling is the key algorithm used to
tial contours and calculated gate capacitance for a state-of-the- model a moving interface. The string model represents a moving
art NMOS device. It is clear from the device cross section and interface as a connected set of line segments(a "string"), which
potential contours that it is impossible to describe the device moves essentially as a Huygen wavefront throughout the process
adequately using a gradual channel approximation. Hence, the step-for all steps including development of photoresist, etch-
gate topology and junction profiles are intimately coupled to ing or deposition of layers and other steps which change topog-
the device characteristics. As a result, the computed gate capaci- raphy. The beauty of this interface model is that it can be
tance differs substantially from the idealized structure with a explicity moved to model a diversity of conditions, almost
planar gate overlapping the source/drain regions. It is clear independently of the internal physics of the layer itself. How-
from this example that state-of-the-art MOS devices are highly ever, redistribution within the layer or kinetics of interfaces are
two-dimensional and topography plays a dominant role in not explicitly handled by this approach at present.
Setermining device characteristics. At this point it is appro- We now turn to the more specific problems of modeling oxi-
priate to turn to the final section of this paper, the issues of dation and impurity redistribution in two dimensions, as
multidimensional process modeling, depicted in Fig. 5. Clearly the initial conditions for such a

modeling problem are intimately related to topography. How-
VI. MULTIDIMENSIONAL PROCESS MODELING ever, a more tightly coupled poblem is involved because motion

The preceding sections have placed emphasis on one-dimen- of the interface substantially affects the substrate redistribution
sional process modeling and application to device structures of impurities. Moreover, the motion of the oxide interface de-
including highly two-dimensional field-effect devices. Indeed, pends strongly on both the interface doping and oxide shape.
the MOSFET threshold calculations involve Poisson solutions Although the effects of multispecies both in the oxide and in the
where the potential contour lines show that the classical gradual bulk should be considered in the general case in fact there is
channel approximation is violated nearly everywhere. In addi- no serious attempt reported to date where such an approach is
tion to the two-dimensional device effects, the associated im- being considered. The problems with such an approach are in-
purity profiles and topography of scaled-down devices are deed much more complex than simply the number of variables-
quickly becoming controlling factors. While it is feasible to the understanding of two-dimensional kinetics is a totally new
extend one-dimensional process models to approximate some field. Figs. 16(a)-(c) show a number of recently reported
two-dimensional effects (591, 1601, it is clear that for many methods for modeling the silicon/silicon-dioxide system in two
general conditions of device fabrication, as reflected in Fig. 5, dimensions. Each is now reviewed briefly.
flexible and general tools for two-dimensional process modeling Fig. 16(a) shows the conceptually simplest approach and
are required. The purpose of this section is to briefly review also the most efficient method to model two-dimensional
the status of two-dimensional modeling. The reader should be oxidation and impurity redistribution. Analytic solutions for
warned that this section in particular reflects an area which is low-concentration impurity redistribution under oxidizing
rapidly changing. conditions are well understood in one dimension (301, [651

__ " . . ..... _ _I_[ llI..
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[681. There have been other numerical solutions of the more
restrictive case of two-dimensional diffusion without a moving
boundary [141, [161. These last two numerical methods use a

.xoxy') direct solution of the finite difference equations. The exact
7 - nature of the solution method is of less importance than the

S1110 approximation of the oxide interface as being stationary with
a fixed silicon spatial grid. These approaches are contrasted

dyi ,with the method discussed next.
Fig. 16(c) shows the transformed grid used to simulate local

oxidation and impurity redistribution where the oxide-bulk
..... interface is assumed to be stationary [691. As discussed in all

preceding methods, the oxide growth is a deterministic function
(a) based on experiments. The details of transformations and

- S,02 numerical methods are discussed elsewhere (691, 1701. The
.. 45*.lnterface after Coplonor process key difference between the approaches depicted in Figs. 16(b)

and (c) is the added complexity in difference equations used1, Interface during Coplonor.. .. process for the transformation, whereas the interface specification
.. . ' ... .. -becomes much easier. There is certainly great latitude to con-

s.. ............ sider the most appropriate choice of analysis methods for two-

dimensional process modeling.
(b) In summary, the present status of two-dimensional process

modeling is revealed schematically in Figs. 16(a)-(c). Both
S3 N4  analytical and numerical techniques are actively being investi-

gated, as are hybrid approaches [71 ]. It is too early to assess
the impact of any particular methodology in the context of
applications. However, it is useful to point out that two-
dimensional profile determination is even more primitive than
the simulation results discussed above. To conclude this section,
a few experiments in two-dimensional profile measurement
techniques are summarized.

W )The idea of test structures, especially for device modeling

Fig. 16. Cross-sectional views of three representations for two-dimen- applications, is an old concept and IC manufacturers all use a
sional process modeling. (a) Analytic solutions have no grid but cor- variety of such devices. Many electrical test structures now
rections for local oxidation are handled via superposition of slice-by- can measure physical effect including layer-to-layer mask align-
slice corrections 1711. (b) Numerical solution on a fixed substrate ment
grid with analytical specification of oxidation and grid removal (671 721 and doping effects in the bulk silicon 731, [741,
(c) Numerical solution on a transformed grid in the bulk where the to name just a few. Yet an even more specific set of test struc-
interface is specified to be stationary 169l. tures is now needed to characterize two-dimensional impurity

profiles in a quantitative sense. A set of experiments which
and have been extended to two dimensions based on the exploit threshold variations in the lateral dimension of narrow
superposition of infinitesimally thin vertical slices of impurity width (and long channel length) MOSFET's have been used to
profiles and the subsequent redistribution under oxidizing determine details of lateral surface profiles (661. The technique
conditions [311, 166 1. The oxide correction is applied at each was extended for a case where the narrow width controlling
point x along the surface direction using basically a one- boron profile was moved by different mask distances away from
dimensional formulation for redistribution. In the analytical the nitride LOCOS mask edge. Fig. 17(a) shows the cross sec-
approach, as well as the numerical techniques which will be tion of the width dimension of such a patterned MOSFET with
discussed next, the oxide shape and interface location is not the channel dimension perpendicular to the paper. The A.x
simulated, but is instead specified based on measurements, dimension wis varied and the effective junction encroachment
For constant impurity diffusivity the analytic calculations agree was measured electrically using the variable threshold method
well with numerically simulated results while computation time reported previously [751. The rather surprising result shown
is nearly an order of magnitude less than for numerical simula- in Fig. 17(b) is the fact that the boron diffusivity increases as
tion. It should be clearly pointed out that analytic solutions the Ax dimension shrinks-bringing the local oxidation edge
require no grid and directly calculate a final impurity distribu- closer to the boron junction profile [75 1. The result is consis-
tion. On the other hand, the numerical techniques discussed tent with independent physical measurements of junction depth
later require allocation of grid points everywhere in space, and as shown in Fig. 17(c). Here, a variable width nitride mask is
numerical computations with time increments sufficiently used over a uniformly doped boron layer. Oxidation occurs
small so as to control the numerical errors, between the masked regions, giving rise to the deeper junction

Fig. 16(b) shows the grid used for a typical numerical simu- depths as predicted based on oxidation-enhanced diffusion
lation (671. In this case a square grid is used and the interface [ 761. It is important to note that as the nitride pattern width
between oxide and silicon is moved deterministically as dis- shrinks, the enhancement under the nitride-covered regions
cussed earlier. The grid motion is assumed to be vertical and increases, thereby indicating that indeed lateral effects of oxida-
diffusion in the oxide is neglected. The iterative solution tion change junction deptb. This is consistent with the results
method of Stone was used, similar to the case of device analysis presented in Fig. 17(b). The overall impact of these results is

I II ... . . . ] I il li .I .
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Fig. 17. Test structure results to confirm the lateral dependence of

boron diffusion under local oxidation conditions 1751. (a) The
crow-section of a narrow-width NMOS device and the Axm dimen-
sion is the separation between the boron implant edge and the local
oxidation mask edge. (b) Extracted boron profiles as a function of
lateral distance and using Ax m as a parameter. (c) Stained junction
depth for boron profiles both under a nitride mask and in a I00-m
oxidation window 176 ).

crucial from a device point of view. The characteristic dimen- ments of breakdown as a function of boron dose in the field
sion for these lateral effects is a few micrometers-yet this is region. The predicted and experimental curves show an excel-
exactly the dimerion of current state-of-the-art VLSI devices, lent agreement. The results cannot be predicted based on simple
Hence, in fabricating and modeling device behavior, the detailed theory owing to the complex bulk impurity profile. This par-
lateral profile effects must be carefully modeled and measured. ticular example shows the power of coupling two-dimensional

The preceding test structure approach uses threshold measure- process and device simulators to compare with experimental
ments which characterize surface profiles. A new set of results results. Moreover, there is substantial interest in the coupling
using junction capacitance and breakdown measurements of of computer tools and experiments from the practical perspec-
n* junctions near locally oxidized regions now reveals more tive of device design.
explicit bulk effects of two-dimensional profiles on test struc-
ture results [711. Fig. 18(a) shows the cross-section of a single VII. CONCLUSION
finger of a junction capacitance structure which has been repli- This paper has reviewed the field of process modeling of IC
cated many times laterally (with a 100-pm dimension into the device technology. There has been considerable discussion and
paper) to form an array of junctions. Also shown on the plot review of the motivation, including practical examples. A sub-
are the depletion edges under breakdown conditions and the stantial portion of the paper considers one-dimensional process
field lines with boxes denoting the actual breakdown points, modeling. Both the physical and numerical aspects are discussed
Fig. 18(b) shows the one-dimensional slice of the impurity as are the applications. The vista of two-dimensional process
profile along the critical field line from Fig. 18(a). It is impor- modeling is now in sight and the field is moving rapidly. In a
tant to note that the breakdown point occurs when the deple- final set of comments, the growing role of test structures has
tion edge extends well past the region where the doping profile been emphasized. The single most important conclusion of
is linearly graded-thus invalidating simple analytic solutions this paper involves a statement of need. As VLSI device dimen-
of the problem. Fig. 18(c) shows the simulation and measure- sions shrink, the understanding and modeling of process kinetics

i ___________-____.____
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Modeling of the Silicon Integrated-Circuit
Design and Manufacturing Process

ROBERT W. DUTTON. SENIOR MEMBER, IEEE

Abstrac -The evolution of process modeling is traced starting with [I. BIPOLAR TECHNOLOGY AND PROCESS
bipolar technology in the 1960's through recent processing concerns for MODELING
oside-isolated MOS devices. The kinetics of diffusion and oxidation are
used to illustrate both physical and numerical effect%. The interaction of The bipolar device technology dominated the decade of
device effects with process modeling is discussed as well as the statistical the 1960's while MOS technology was struggling with
implication- of process variables. The nature of computer-aided design isolation and threshold control issues. Moreover, during
tools for process and device modeling are discussed. This includes tools this MSI era the off-chip drive capabilities of bipolar
that bridge gaps between technology and system design with potential deis prvide essenti st verae o a pr
application for manufacturing. devices provided essential system leverage. From a produc-

tion point of view the double-diffused technology
I. INTRODUCTION dominated the high-speed market, with cut-off frequencies

T HE FABRICATION and manufacturing of integrated approaching 1 GHz. The desire to increase cut-off frequen-
silicon circuits has spawned a revolution equal in cies by shrinking base width led to a growing interest in

impact to that of the industrial revolution. This so-called emitter and base impurity profiles. During this period
information revolution differs substantially from the in- process models were developed in an effort to predict the
dustrial revolution in its exploitation of computer-based process dependencies of double-diffused profiles Ill. Of
technology in contrast to a technology focused primarily at special interest was the problem of push-out of the boron
mechanical advantage over the environment. On the other base impurity by heavily doped phosphorus emitters [2J.
hand, the technology bases-steel and silicon-both re- Although empirical models were developed and used [3).
quire a sophisticated set of capital-intensive manufacturing the dominant limitation of the modeling art arose from the
techniques. The arsenal of silicon technology equipment in lack of an adequate model for high-concentration
fact has a growing connection to metallurgy since the coupled-species diffusion.
circuit design constraints which drive the technology are Fig. I shows the cross section of a typical double-dif-
increasingly limited by interconnections- small metal lines, fused bipolar device along with one-dimensional impurity
hence laser, ion, and other milling tools are now commonly profiles in the emitter and base regions. A number of
used. However, the fact that active electronic elements are features of the device are apparent from the Fig. I(b) and
the primitive atoms of IC technology is the key driving (c). First, the base-collector junction depth Xac is different
force which separates this manufacturing endeavor from for the two regions. This indicates the fact that the boron
most other industrial technologies. It is the close interplay diffusion is affected by the high-concentration phosphorus
of the design of active transistor elements with the manu- emitter. Second, the phosphorus profile exhibits a so-called
facturing technology which is the subject of this article. "kink" in the high-concentration region of the profile. The

Organization of the discussion which follows is intended implication of this kink on the resulting junction depths
both to chronicle the history and chart the future for IC XRI. and X,, as well as the base width X,, is of major
manufacturing technology. The notion of process modeling importance in controlling electrical parameters of bipolar
will be introduced by means of examples related to bipolar devices. Hence, the objective of process modeling is to
transistor manufacturing. Next the features of MOS tech- provide basic understanding of the phenomena as well as
nology and the new concerns involved in modeling and engineering tools to assist in the design and process control
manufacturing will be presented. Moving to the current during manufacturing. In the next few subsections the
issues of IC manufacturing technology, a discussion of discussion will follow the evolution of one set of process
state-of-the-art process kinetics will be given. Finally, the models for bipolar device fabrication in order to demon-
issues of CAD tools for both IC design and manufacturing strate the tight interrelationship between the models and
will be summarized. their application.

A. Models for Impurity Diffusion
ManuLript received May 4. 1983; revised July 12. 1983. This work was

%upportcd by the Army Research Office under Grant DAAG-29-gO-K- The process of thermal diffusion of dopant impurities
0013 and by DARPA under Contracts MDA903-80-C.0432 and into a semiconductor is one of the key steps involved in
MDA9O3-79-C-0257.

The author is with the Integrated Circuits Lahorator'. Stanford Univcr- creating integrated circuits. The dopant particles are
sity. Stanford. CA 94305. charged and hence move by both diffusion and drift as
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where D is the diffusivity. 1A is the mobility. ,is the electric 0
field, and C is the concentration of active dopant impuri-
ties per cubic centimeter. The diffusivity and mobility obey \

- the Einstein relationship so that 0 04 00 012 16 2'0
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jA q Fig 2. Diffused impurity profiles. (a) boron 15) and (b) phosphorus 131

where k is the Boltzmann constant and T is absolute and
temperature. The diffusivity is a thermally activated pro-

* cess so that its temperature dependence is of the form C(x, t) = e ' 41), (6)

D = Doe- bA1. T  (3) for the impulse dose Q per square centimeter.
where E, is an activation energy- typically in the range of The comparison of experiments with these two classical
3.4-3.6 eV 14]. The conservation of particles during the solutions-the complementary error-function and Gauss-
diffusion process dictates that their time rate of charge ian forms-soon revealed that several physical effects al-
obeys the transport equation tered the profiles substantially. For boron, although the

diffusion process itself obeyed (1)-(4), the growth of an
C = dF "(4) oxide layer at the surface during diffusion and the prefer-
B, T- ence of the boron to be in silicon oxide rather than silicon

It is the solution of this continuity equation for concentra- give rise to the experimental results shown in Fig. 2(a) 151.
tion versus both time and distance which is the basis for The segregation coefficient mn is defined as follows:
early process-modeling efforts. Two physical conditions are Equilibrium impurity concentration in silicon
commonly used in the solution of (4): constant source and Equilibrium impurity concentration in SiO, " (7)
fixed dose impulse. Both boundary conditions are applied
at x = 0. Numerical solutions are typically required to properlyThe solution of the continuity equation for these two correct for the impurity segregation, the best fit value of m
cases gives the following: is shown in Fig. 2(a). The figure also indicates that al-

though the junction depth may well be predicted from (6).

C(x,) = Cerfc I the peak concentration will be substantially incorrect. Since

e rfc J( the total base doping and base width X a, will be determined
by the surface concentration values, the difference between

for the constant source value of surface concentration C , first-order models and experiment can be significant.
I!

_____________________
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Fig. 2(b) shows the comparison between experiment 13]
and (5) for a phosphorus diffusion. Clearly the results areL ,, 9.3x 0

not well represented by the complementary error function. .1
Moreover, the two-region nature of the profile makes it
difficult to use the equation even in an empirical sense for
curve fitting since the sheet resistance will be controlled by
the first portion of the profile whereas junction depth
(hence X8 ) will be determined by the profile tail. In order
to provide even a qualitative agreement with experiment, a I H

more complex set of diffusion kinetics are needed. ,
Although it is not the purpose of this article to consider v

diffusion theory in detail, the following discussion il- ,
lustrates the leel of sophistication required in order to
provide suitable process models for IC technology. Three
key aspects of the diffusion process can be illustrated for
arsenic: similar phenomena also apply for phosphorus. D[PT, ,:CPON,
boron, and other common dopants. First, the electrical (A)
carrier concentration affects the diffusion process. Second.
diffusing species can change state and may become inactivc
[61 or alter the conditions which affect the other mecha-
nisms [71. Finally. the generation and consumption of point -

defects b, the surface boundary alter impurity diffusion. ,
The carrier concentration effect on diffusivity can be

represented in a general empirical form as 181. [91
D -D n n,,'A, A1 + D (8) T--.. A,

) n, i-D-)- ELECTRCALLY I

ACTIVE As

where the various D's are superscripted to indicate compo-
nents due to charge species, ?i, is the intrinsic carrier 02 . -4
concentration at the diffusion temperature. and ,z is the DEPTH

local concentratio n. T o d ate the experim en tal evidence (i thc, h t n .ntr , ,on( ,n num ril caku at n ,

I iv, th~i nc~ntationdiffusion effects (a u eclacltinshows that for the p-type dopants (boron) the D, and D' ha,d on dIl and (b) etpenmental resul, for ars ,ni, [It
terms contribute whereas for n-type dopants such as phos-
phorus and arsenic, tne ,, and D terms dominate. Hence
for arsenic the extrinsic diffusivity (n i t, ) can be repre- diffusing dopant. ?n is the number of atoms per cluster. n is
sented by the electron concentration and Kq is the equilibrium clus-

tering coefficient. The results of the clustering are shown in
D = D ( 1 - . (9) Fig. 3(b) where the total arsenic, measured b, Rutherford

backscattering I 111. as well as the electrically active portion
For i greater than i, the second term dominates. Fig. 3(a) of the profile are shown. The electrically active portion of
shows a comparison of calculated diffusion profiles assum- the curve reflects a diffusion process given by (9) whereas
ing two different surface concentrations, one below n, and the portion between the data and the dashed curve indi-
the other substantially greater than n,. Both calculations cates the clustered portion given by (10). Although this
were made for the same time and temperature as indicated, discussion has been used to illustrate extrinsic diffusivit,
From the figure it is clear that for increased n the diffusiv- and clustering effects for arsenic, extrinsic diffusion phe-
itv is enhanced substantially. Classical theory as given by nomena are also observed for phosphorus and boron
equation (5) would yield a constant junction depth as Although recent reviews on the subject show phosphorus
reflected by the shallower profile. diffusion to be considerably more complex than the mecha-

At high concentrations. (n - n,) the phenomena of clus- nisms considered earlier [7]. an alternative approach con-
tering is hspothesiied to remove arsenic from the diffust In siders phosphorus diffusivity to be controlled by the D,
process by forming energetically favorable collections of and D- components of (8) with another enhancement in
dopant. Current studies suggest that both solubility limits diffusivity at lower concentrations owing to generation of
and electron concentrations affect clustering. One such extrinsic point defects 13]. This latter approach has the
equilibrium equation relating total number of atoms and advantage of being practical from an engineering point of
active arsenic is given by 1101 view and it has been used widely in computer programs for

Cr = C + miK 4nC' (10) process simulation [12].
The final mechanism of primary importance in diffusion

skhere C, is the total concentration. C is the actively is surface generation and consumption of point defects.
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TEMERATUREM¢ in volumetric requirements for silicon in the SiO 2 and Si201 1a) 100 1000 goo
. . I generate an excess of silicon determined by the oxidation
PHOSPHORUS D0FFUS0VTY rate according to the following empirical relationship [14]IN (100) SILICON

S MEASURED K ( dX (1
0DRY 0 AMBIENT t, = (11)

0 \O INERT AMBIENT
0 -FROM MAEKAIa where e, is the excess concentration of interstitial silicon,

X., is the oxide thickness. K, and q are empirical constants.
The value for q is found to range between 0.4 and 0.6. The

E \ diffusivity enhancement is then written in terms of this
excess concentration of interstitials as follows:

LL 0

,6" • XD= D* +dC, (12)

owhere D* - the extrinsic diffusivity as discussed previously

and d, is a proportionality constant. Although the details
of kinetic effects involved in oxidation-enhanced diffusion
are a subject of great interest and investigation for their
own sake, the implications for device fabrication are in-
deed important. The technology trends toward lower-tem-

o'6 06 O doo ds o perature processing and high-pressure oxidatit i both
*OOOIT*KN') directly affect the OED and hence junction depths

(a) and electrical parameters. Both phosphorus and boron

show similar trends in OED effects. Fig. 4(b) shows the
cross section of an experimental structure used to investi-
gate both OED and coupled diffusion effects for boron
and phosphorus 115]. In region Ill the phosphorus en-

Uhances the boron diffusion compared to region IV. In
M : region 11 the surface is oxidized and, as can be seen in Fig.

4(c), both the boron and phosphorus diffusion is enhanced.
(b) Fig. 4(c) compares the spreading resistance profiles in

regions II and II. A more extensive discussion of OED
1020 - REGION and other point-defect mechanisms involved in diffusion is

' - -- REGION m given elsewhere [141.
'0 In summary, the generation of point defects is a major

F 08 effect in altering diffusion. Moreover, the use of local
* \oxidation for both bipolar and MOS device isolation sug-
Z , gests there is a need to understand two-dmensional device

implications as well as the one-dimensional surface kinet-, ,o" G ics.

'0 B. Effects of Impurit) Profiles on Bipolar Deices

0 00. The previous subsection has considered the phenomena
oEPTH (,Am) involved in impurity diffusion and rudiments of the r o-
(c) cess models used to describe the one-dimensional impurity

Fig. 4 Phosphorus dirfusivity: (a) effect oi oxidation enhancement distributions. In this section the implications of these im-
(OED). (b) cross section of test structures, and (c) measured profilcs purity profiles on device behavior are discussed. As stated
with and without OED. at the beginning of this section. the tight processing toler-

ances in the vertical dimension for bipolar technology are
responsible for advances in process modeling during the

The oxidation of the silicon surface has been investigated 1960's.
as a generation source 1131. Fig. 4(a) shows the effect of Both the dc and ac parameters for bipolar devices are
oxidation on diffusivity of phosphorus in comparison to an tightly linked to impurity distributions. Junction capaci-
inert surface condition. The semilog plot of diffusivity tances are directly related to impurity profiles and the
versus reciprocal of temperature shows that the difference statistics of electrical variations with process sensitivities
between the boundary conditions is most pronounced at have been studied 116]. The dc parameters such as current
lower temperatures. This oxidation enhancement to diffu- gain and base transport current show the greatest sensitiv-
sivity (OED) is experimentally determined to be related to ity to process variations. Two physical factors account for
the motion of the silicon dioxide interface. The difference this sensitivity and the increased difficulty in modeling the
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features ianolsed in second-order phenomena, let us next
consider the electrical effects on M)S devic,_-s.

(l, B. 1ffi'l t;o/ Os,]autm and I.atc'rl !)ffuSxon ()VOS

f I I Suiillil ud M illI ll.kIured Iot l ldititn tro't wcciI (.0 Devices
uii 10 .il itult, wI T kT'L ,iri Ic' .nd (h clctron ilicrocope The basic operation of the MOS device involves field
lll: effects imposed bN electrodes on doped regions of the

silicon. Hence the two- and even three-dimensional solu-
S , Second. tie okide rii cs slowl" and behv'c's as an incoml- tion of Poisson's equation, using the correct oxide topogra-

pr'ssible fluid described b\ ply and selective dopings in the substrate, is essential in

7-I - ) (21) understanding both the devices and their sensitivities to

%%here V is the ,elocot of oxide element. fabrication technology. Fig. 12(a) shows the plan view of
inll .c i ian NMOS inverter 1351 and Fig. 12(b) shows the technol-the boundar conditions involve both pressure v cross section of the enhancement and depletion devices

and %elocit- and are mixed. [he overall governing equation o
sf rm of the general Navier Stokes hidrodv as well as the nature of the LOCOS isolation regions, In

inailc equation the examples which follow, the sensitivity of several device
parameters to the underlying process variables are dis-p f" vP (22) cussed. In most of the cases the process variations lead to

%khere it is the viscosity and P is the pressure. The velocit, two-dimensional effects. Although limited success has been

at the oxide silicon interface is given hK realized in test structures and other measurement tools for
A C these effects 1151. further technology development willl" (I ~ - l '( '

N h (23) dominantly use two-dimensional device simulations to cor-
relate with electrical effects. The simulations most clearly

%% here a is the volume ratio of consumed silicon to created show the dominant effects and in fact have facilitated
xide (1).473). A, ind V are given in (14c) and (15). The initial attempts to extract process-related device parame-

txo-dilniensional Solution of (21 ) and (22) requires iterative ters similar to the bipolar quantities such as 1, which have
nuiierical techniques and is discussed elsewhere [341. The been discussed in Section If.
ke% point to ernphasi/e is the fact that the [O('OS struc- Fig. 13 shows the well-known curve of threshold sensitiv-
ture Imposes i ibore complex phsical set of constraints on itN (simulated) with "" -rinel length along with experimen-
the kinelic models than the onc-dimiensional case. Indeed, tal data. The spread in 6L along the channel-length axis is
the trends in kinetic models for I(' processes as discussed the same at all channel lengths. but the resulting 8V,
in Se tion IV indicate the overall importance of advan- increases dramatically for shorter channel lengths. Fig. 14
cc' in this kinetic understanding and the need to push shows simulated punchthrough threshold curves for the
further in these models to keep pace with present and I-flm channel length device. A variation of 10 percent in
future dcxice technology, junction depth, for a fixed channel length, results in an

_,iving discussed both the basic one- and tmo-dimen- order of magnitude change in current at a fixed V,, 1361.
,inal kinetic models of oxidation as xxell as %elected Although the gate patterning is the dominant factor 137]

S-. - -,'.., . --
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affecting the short-channel variations in threshold, it is 2o 4
clear that vertical dimensions-directly changed by oxide 1

0 -EAUEetching and OED-have a substantial role at micrometer If -AED -

device dimensions. Both Figs. 13 and 14 show extreme S TMCgo SIMULATED (3 HOURS*E T @ 1000 -C)

sensitivities of electrical parameters to physical parameters .1
for short-channel MOS devices. 0 10

Turning to the depletion load we can observe critical 8oRON DOS( (,cm
2

)

mask and process sensitivities for this narrow-width device Fig le Simulated and measured oi hrvakdomn *iare and

1351. Fig. 15(a) shows the impurity and LOCOS oxide perimeter capacitance crsu, field Implant dos
profiles for a nominal masked 4-pm-wide depletion device.
Also shown with dashed lines on the figure is the calcu-
lated depletion edge. The depletion edge reveals two facts: As a inal e ample in this section. consider te trade-offs
1) the narrow-width threshold for this device is quite toeberad at the ide of te regon.
different from short-channel effects due to the shape of the Electrical faclors nch.'Ic sidewall capacitance, hreakdown.
lateral boron diffusion; and 2) the region of strong inver- and leakage From a s.uclural point of view, the surface
sion is noticeably smaller than the masked 4-pm dimension planarity and lateral bird's beak encroachment must be

due to both oxide and dopant encroachment. Fig. 15(b) balanced with problems such as defect generation in the

shows the simulated bias dependence of available channel substrate. Fig. 16 shows the simulated and measured
charge for the depletion device as a function of masked trade-offs to be considered in choosing boron dose in the
device width. While the extrapolated negative threshold field region 1381. The results show that over more than an
shows minor variations, the slope for ± I-pm variations is order-of-magnitude change in dose, the capacitance can be
dramatic. The large change reflects the dominance of the reduced while continually increasing the breakdown. Obvi-
LOCOS encroachment including diffusion especially for ously the field threshold must be factored into this analysis
reduced widths. This example illustrates the need to de- as well. Based on these experiments, the following empiri-
velop new isolation methods for reduced-dimension de- cal relationships are obtained:
vices. Moreover, the need for 2D oxidation and diffusion BVa(dose) i

: ( X,,, ) (24a)
modeling has now become critical as we continue to reduce
device dimensions. ( ,a(dose) ( ,',) . (24b)

S:
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Eo • i*ooooc -. regions. These protessing trends have illustrated the funda-
" :10°°0 C'mental concerns and motivation for process modeling. The0'1 1100°*C " " "

0, - -. purpose of this section is to briefly provide a broader
2 o/ •long-range perspective on the future trends of IC process-

I0 - ing.
il" " he equipment required to fabricate submicrometer-

"JS dimension devices has advanced rapidly over the past

'O .... decade. In particular many new pieces of equipment have
NTI 0 0 (0 015 020 been demonstrated to anneal, deposit. and etch films for a

Iariety of silicon-compatible materials. The technology oh-
(a)l

lectives related to each of these process steps is now
considered.

Annealing originally referred t, a process step which

o *c produced a positive device effect, the activation of im-
N oo 0 c planted impurities, or the final alloying of an ohmic con-
1 t1100c act, for example by modest cycles in temperature and

/7 ambient. The present technologies for laser, pulsed light, or
USo other beam processing have resulted in well-controlled

temperature transients. The materials effects are indeed
~ 2,lo profound. ranging from solid-phase epitaxy through non-

equilibrium creation of silicide materials. In addition the0o o05 01o o015 02 controllable growth of silicon on insulators (SOl) is likely

NITRIDE THICKNESS (Mm) to eliminate the need for (ie sapphire substrate used in

SOS. The opportunities to completely alter the nature of
- 444 rclatin'n Imrctcn stIress nd dect de.'iut as finction of thermal processing in silicon technology seem vast indeed

41114 it ii i lck Iic- (.I) (st ress) IIIm tic) tilcgtat .CSI fes l lIIJI. du11k nc's.
'" iind Ib) IIC,I' rcd dcfct dcti, i~, [~ 1401. The trends toward lower processing temperatures and

the use of materials which are sensitive to surface interface
These dependences are not immediately apparent from reactions favor the nonequilibrium approach. From a pro-

an) first-order calculations 139]. However, the coupled 21) cess-modeling point of view, these new% technologies pose a
process and device analysis to be discussed in Section V substantial challenge. The radiation effects result in short
clearl, reveals these important design relationships. It time-scale events driven by sharp transients and extreme
should be emphasized. much as for the narrow-width de- temperature gradients. The activation of point-defect
pletion load, that the two-dimensional doping profile ef- mechanisms as well as intrinsic concentrations seem to be
fects dominate the device performance. altered substantially by beam processing. In short. the new

While the previous example has emphasit.ed the diffusive techniques for annealing involve highly nonequilibrium
portion of the LOCOS step. the oxide growth itself plays a events which occur over very short time periods.
Inafor role in determining circuit yields. In particular. the The use of deposited films in silicon technology has
parameters such as pad oxide and nitride layer thickness grown rapidly in the past few years. Low-pressure deposi-
used for the LOCOS directly affect defect generation. tion techniques in particular have experienced a phenome-
Recent simulations based on the tiodel discussed in Sub- nal growth. In addition to the common dielectric materials
section Ill-A reveal the correlation of calculated integral of -silicon dioxide and silicon nitride-both silicon epitaxy
stress and measured defect densities versus the nitride 141] and contact metallization 1421 are benefiting from new
thickness as shown in Fig. 17. 'The trends show that factor- deposition techniques and equipment. Silicon epitaxy is an
of-two changes in nitride thickness result in more than an especially exciting area from the device point of view since
order-of-magnitude increase in defects. Similarly. increased many desirable device effects can be altered by epitaxy.
oxide-growth temperature reduces stress and defect genera- Emitter efficiencies for up-operated bipolar devices can be
tion 1391. This final example again illustrates the utility of improved and latchup sensitivities for CMOS reduced, for
modeling in the formulation of a design approach over a example. The key concern, however, has been the defect
broad range of nhysical conditions. generation properties during growth, and control of thick-

ness and electrical parameters. Trends show favorable pro-
IV. "rR|-NI)5 tN PROIISSIN'.i TI(IINOt O(;Y

gress toward better control of the parameters and defects.
The previous sections have presented an historic view of suggesting that the use of epitaxial layers is likely to

technology modeling. The phenomena of diffusion have increase in the future. In the area of metallization. the need
been discussed, primarily from the perspective of bipolar to reduce contact resistance and control interdiffusion sug-
technology. The modeling of oxidation has been driven by gest that more versatile deposition techniques are needed.
the MOS technology -- especially the need for local oxida- The use of deposited polysilicon layers for improved con-
tion to produce densely packed devices separated by oxide tact properties and redujced junction depths have been
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discussed earlier in the context of polycrvstalline bipolar -ONS & EE. '.

emitter effects. The successful demonstration of selective MAS.

CVD deposition of refractory metals [421 suggests one very
positive trend in the direction to control MOS contact AC' T. A ION OF

properties although vacuum-deposition techniques are
likel) to dominate for several years to come. As discussed Iig IS (ross ,ection of a wafer during etching and mechanisms and

shortly, the controlled etching of surfaces plays a key role pie. inked in the kineics

in all IC processing. and certainly for metallbiation the will shape the directions of device fabrication, and hence
interface properties are a factor of key concern in reliabil- new process models will be needed to keep pace with
ity and reproducibility. In the area of both metallization process design and control. As pointed out in both Sections
and dielectric materials, concerns with step coverage are II and Ill, the statistics of device characteristics depend
crucial. For metal one must avoid openings due to thinning criticallh on some aspects of the fabrication process. In the
over steps while in the case of dielectrics it is essential to examples cited above, the doping profile sensitivities for
get good coverage over corners to increase breakdown and the bipolar base region and the controlling factors of
improve reliability. In summary, the role of deposition in channel length and source drain junction parameters for
lower-temperature processing is indeed important, and the MOS have been demonstrated. Looking toward the next
need for process models in this area will continue to grow. decade of IC technology, the lateral dimensional control of
Both dielectric and conducting layers are benefiting from etched lines and electrical properties and integrity of thin
new deposition techniques. especiallV those utilizing low- lasers will dominate process control concerns. In this spirit
pressure equipment. Although it is too early to identify the the trends rlated especially to deposition and etching will
leading approaches to selective deposition, the possibilities become more apparent. The use of recrystallization and
are quite attractive, special annealing techniques for multilayer interconnects

The final area suggested for special consideration is and even active devices 1461 is an area which is receiving

etching. The critical role of technology advances in this increased attention. Moreover, the opportunities for in-
area cannot he overstated. The control of gate dimensions novative device structures ;n SO will continue to be an
and edges for MOS is a direct result of etching. New oxide exciting area for research 147]. In this field the concerns
isolation techniques use careful control of steeply etched with the basic properties of oxides. interfaces and impurity
trenches [431. Even for steps without specific spatial con- diffusion again become first-order effects, much in the
straints, the end point detection of etching can be crucial spirit discussed in Sections Ii and Ill.

S ;to device reliability and defects created during subsequent Two areas of intense industrial activity and practical
thermal processing. Despite the critical dimension con- implication are lithography and multilayer metallization.
straints of etching. both lateral and vertical, the kinetic The need to pattern fine lines prior to etching is crucial to
effects involved are more complex than any other step in the device scaling efforts. The issues involved in this area
the fabrication process [44]. Fig. 18 shows the cross section are substantially different from the silicon-based materials
of a hypothetical structure during an etching step and a kinetics discussed here. The interested reader is thus re-
few of the possible mechanisms involved in the etching ferred to 148]. [491. Similarly, in the area of metallization
which results in the observed convex-curved surface. The for multiple levels of interconnect, the concerns move more

set of events can range from electronic and ionic bombard- into the fields of packaging and even organic chemistry
ment of the surface to surface migration and desorption of than thermal processing which affects the silicon. Again,

reactants and products. Most etching techniques presently the reader is referred elsewhere [45].
use several reactants including fluorine, chlorine, and A final overview of both the process modeling as well as
oxygen as key active ingredients. For example, a typical new trends discussed in this section is presented in Table

etching process for silicon might involve , F-, +C . There IV. The dominant process steps for which process model-
is a wide range of intermediate reactions occurring in the ing is currently an active field of endeavor are listed. The
etching process as indicated in Fig. 18. Moreover, the role second and third columns describe both the mathematical
of bombardment and surface kinetics is not generally in- tools and the limiting physical kinetics associated with the
eluded in the normal rate equations. These "ambient" and several process steps. The reader will recognize several
surface effects will further complicate the kinetic picture. physical models discussed in Sections If and Ill as well as
Since patterning is the dominant driving force in achieving more complex kinetics not discussed here. Selected refer-
smaller devices, it is this technology which is expected to ences are included in the table to point the way for further
undergo the greatest advances in equipment technology -- studs' in these areas. The first three rows in Table Ill refer
and hence be the most in need of improved process models, to implantation. diffusion, and oxidations-the key proc-
A further discussion of the device implications related to esses which are better established. Moreover. the manufac-
etching is given elsewhere 145). turing equipment and the process modeling tools are most

In the previous discussion. I have emphasized annealing, advanced in these areas. Both etching and deposition rep-
deposition. and etching as ke, trends in processing technol- resent the avant garde, in terms of both equipment and the
ogy. In particular, it is these areas in which new equipment need for more complete process modeling,
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I he pre\ious sections have traced the colution of pro- "' ,

cos- modeling beginning with bipolar concerns and moving .

to \I( )S de\ ices and local oidaion .'ffects. Now% mctalliza-

tion. lithograph_,. ctclirg. and deposition will dominate IC ,. .. .l r

protcssing through this decade. Ihe de\elopment of pro-
cess Models have heen an iil egra part of the funadament 1

understaiding needed for control of manufactutrinrg tech- - .-

nologo. lie objectiVc of this final section is It consider the
cornputcr-aided design (('l)) tools which have evolved in
process rimodeliiig and io demonstliate their place in I" "

design aid nmanu facturiiig. .

Foir purposes of this discui,on u c limit our aittention to -

the areas of tclinolog,. dcsices, and circuits. Fig. 19 shows 5

parallel paths of dcvelopment from a s'Stern point of ic,. " " .. .
Ih}Ie lCft path is 1hatof the s ,stcln dCsign. ultinratCl\ 1 . m '' .... I ,,, m Id c hnoht ,' dcln MW

leItding to circuit desigii ,lnd I la\out foi clstoill and
",ciIluictsloli blocks. Iile right path sho\s (th tcchnolog-
bascd leading it) tole working IC dCicCs aid design rules growing leel of cnphasis and itmpotta rce \,,ith \ .SI.
used b\ the circuit designers to create the actual cells and There Is a riced to build cell libraries of substantial corn-
tlibs\ stlfls'. rhice iiajor interfaces emist betseen the r\.o plesitv. for example programmable ALL.s and RANIs. aind

paths. "At the dekc and I\out lc\cls. the technologists to salc the", into ne\\ technologies and design iule-.

and circuit designer, corllunicate critical performance NMoreoser. the gro\%.irig need to full consider s~steili-lc\el
,iid la, out information doilninant N through tlie ncch a- fact .ors such ,is hybrid and printed circuit interc'tnnecs.,

riisni of desice models for circuit simulation and the rules data conversion (A, 1) aiid 1) A-). and communication
to create ,' 2,so devices. ttence model coefficients and la\out channels (busses and networks) suggests that chip technol-
rules arc two key exchange formats for conliunication. We og. %ill evolve in new directions. The choice to niake
", ill not discuss layout further. although tlls topic and its on-chip Ih, brid technologies for example. bipolar corn-
ranifications for achieving greater s Nstei complexit, on patible MOS - will reflect a careful interchange across the

single IK' chips is of major importance for VLSI 153]. The svstei/tcchnology interface.
third interface is less formal than the prcious wo, but a We will define more narrowly the function of CAD for
.ritical one in the evolution of technolog ,- This is the process design and manufacturing at the lower two inter-
projection phase shown as an anow coming from the last face levels shown in Fig. 19. Moreover. the dashed boxes

generation circuit and system design efforts. At this inter- shown as local feedback on the technology path (labeled
face the projections must be made as to needed technolog,, "process" and "device") indicate that there are somewhat
features- for example. analog capabilities in a digital tech- generic design steps involved in the development of tech-
nology--and the hopes and expectation., of both the sys- nology. Fig. 20 shows a bottom-up slice of CAD at the
tems and technologv groups must be enunciated and process and device levels. The multifaceted equipment and
defined. This aspect of the design interface will have a process-models level shown at the bottom of the figure
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OVERVIEW OF process step compared to laboratory cost. As we hase
TOOLS AND CONNECTIONS demonstrated in Section Ill. the sensitivity of MOS devices

to junction depths and oxide shape parameters such as
(CIUIT ERoxide thickness and lateral extent for local oxidation pla%,s

____,__F_,_ -- a key, if not dominant, role in determining electrical char-
, ... -acteristics. Hence. tile availabilitv of accurate process-mood-

.. R..ETfQ Jcling tools has laid the foundation for increased use anid
lOS Z : ,_T- N., , , L accura of device simulation.

UE0S 1 51 )6 'The final levels of CAD tools showsn in Fig. 20 are those
L -- " :, .~ + NJ for circuit simulation and device model parameter extrac-

-- - 1-I tion. The circuit simulator SPI(Ct- [541 is show n as a
suPP- ,. specific tool because of its wide acceptance for more than a

, decade, [he use of circuit simulation to esaluate perfor-
/ ance is essential to the circuit designer if not also to tile

7  .. svsten designer. (hne can accuratelY determinc speed limi-
BLt5 "" j L F.- L tations of gates and memor., as wsell as tff-chip current

, drive capabilities. Circuit simulation has replaced bread-
boarding at the chip lesel, prinarils because of its delmo0n-
strated accurac, and speed compared t- the inaccurac\

N.. ,and cost of breadboards.
A ke, limitation to simul1llalion a.Iccurac\ it tile circuitI¢ tlevel is device model parameters. lhe extraction capabili-

ties shown in Fig. 20 primaril1 refer to extraction for
pr',..., c,.f,.,tr through iI Hr~Il l c.Il prototype and production devices. Recent publications] 55].

[56]. [371 have demonstrated efficient means to extract both
single sets of paraneters as well as statistically meaningful

reflects the detailed considerations gi\cn in the previous sets of parameters including critical correlations of param-
sections. The Incorporation of these process models into eters and physical effects. Sections II and Ill have shown
CA) programs. both one- and two-dimensional, provide the importance of such a statistical approach. especiall for
tile capability to simulate the effects of process steps such VLSI where the number of desIcCs used and the distribu-
as oxidation and diffusion. and thereb, -inspect" quanti- tion of their parameters limits design margins and perfor-
ties such as junction depth and omide thickness. Since it is mare. Fig. 20 also shows Iwo alternative paths related to
time consuming and costi, to fabricate IC"s repeatedly circuit simulation mixed-mode simulation 160 and design
during design. the simulation process is ser, efficient, centering of circuit parameters based on process and de\ ice
.1oreoser. since measurement of plscal parameters is inputs [29]. Each of these techniques tries to capture Io\ er
difficult and often inaccurate, the use of simulation can be levels of detail in a form useful for circuit design. MIixCd-
invaluable in pro% iding feedback and cross-checking during mode simulation allo\ss the direct embedding of dcxice
both process deielopment and manufacturing. Finall. the simulation in a circuit simulator enl ironment. Design
complexit, of IC processing as reflected inl all critical centering prosides an el\ronnient to evalte sensitiilies
dimensions of submicrometer channel-length M()S desices of circuit parameters based oi first-order analktic models
"equire% careful design and process control oser sequences for process and de\ ice effects.
of steps. not simpl, single oxidation or diffusion cycles. The o\erall intent of :ig. 24) is It, sio\ an important
I he predictie capabilities for process modeling (A) hase coupling and ssiergism of process. de\ice. and circuit
grown raptdl, and gained %ide acceptance specificall, ('Al) tool. While the present method for extracting circuit
because of the issues of process complexit, and need for simulaion model parameters relies hea\ Ik on nieatlure-
tight dimensional control ments. the Increasing use of the other tool sets will become

Desice modeling is the le\el just abosc process modeling dominant b\ the mid- to late I t('s. The reasoning paral-
in Fig 20 tfistormcalli. these acmi ities have been used lels tile mottation for process, modeling itself it isill be
extensnsel, io understand fundamental limits of devices faster and more accurate than e\perimentation. especialls
and predict performance [he successful evolution of as process statistics become more significant. Ilostmeer. the
provess modeling both one- and tw.o-dimensional no\% concern with accurac\ linitations of models and their
has established a basis for realistic and predictive device coefficients "\ill increasingls be pushed toward the process-
models. A number of the available tols at these sarious Ing end of the CAI) tool chain. L.imitations in de\ice
levels are included on the figure with appropriate literature models related to, resistances. capacitances. and e\en no-
references The SUPRFM program 1121. 1261. 141 is now the bilits each hase an underlsing set of technolog\, sariables
most mature of the process-modeling t(ls and is used such as inpurit , doses, junction depths. and oxide thick-
extensively in process design. Industrial feedback suggests nesses. The factors-of-two change in device model para-
that there is a thousand-to-one cost savings in simulating a meters can increasingly be traced Io these underlsing
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technology parameters as well as the associated lithography The user interface for CAD tools, including process and
variations. Hence, Fig. 20 contains two messages. First, the device modeling, is a major factor in establishing broad
range of CAD tools between process design and circuit usage in both engineering and manufacturing environ-
simulation will be of growing importance. Second. the use ments. In the area of process modeling the user input has
of process and device simulation as local feedback, as evolved from text descriptions similar to SPICE-type syn-
shown in Fig. 19, are well established for process design tax for device models. From the manufacturing point of
and will grow quickly as manufacturing tools as well. view the text looks very similar to instructions used to

It is beyond the scope of this paper to consider in detail control processing equipment. Fig. 21(a) shows one simple
the analysis techniques or even the state-of-the-art features sequence of step specifications for an implantation and
of one- and two-dimensional process- and device-analysis diffusion sequence. The internal program calculations used
tools. The previous sections have demonstrated several to solve for the resulting impurity distributions are shown
examples with a suitable sampling of current technology- schematically in Fig. 21(b). The physical changes refer to
oriented device effects. Both short-channel narrow-width steps such as oxidation (16) and the chemical changes refer
effects of local oxidation on parasitic devices as well as to diffusion (4). The discrete time solution of the respective
defect generation can now be modeled in two dimensions. partial differential equations results in the impurity profile
Rather than project into the future concerning how far the shown in Fig. 21(c). Here the deposited oxide-layer thick-
evolution of process modeling CAD will advance, I would ness is shown as well as the impurity profile both in the
like to reflect on the potential for the modeling concepts oxide and into the silicon bulk. From the user interface
and technology depicted in Figs. 19 and 20 to become an point of view the pictures of profiles are extremely valua-
integral part of IC manufacturing. Implicit in the discus- ble, although more qualitative than quantitative. The trans-
sion is a firm belief that process models will keep pace with formation of impurity profiles into measurable quantities is
the rapid development of manufacturing equipment tech- the key step to get to the end result. For example, junction
nology and device innovation, depth, sheet resistance, junction capacitance, and threshold

There are four attributes of CAD for process and device voltage are typically desired user outputs. Fig. 21(d) shows
modeling which are essential to its long-term success in IC one further post-processing capability for process simula-
manufacturing: accuracy, speed. friendliness, and system tion output. The profile from Fig. 21(c) has been converted
integrability. I will briefly discuss each of these. Accurate into a plot of channel charge versus gate potential which
determination of process and device parameters is a critical can in turn be compared with measurements. From the
factor for scalability and manufacturing of VLSI. The viewpoint of manufacturing it will be increasingly im-
basic premise for success of CAD tools in this area is to portant that such on-line monitoring of electrical as well
predict the critical performance and process control vari- physical outputs be generated so that feedback between
ables with sufficient accwacv so that devices can be well results and design intent can be critically evaluated.
designed and, more importantly. manufactured. Examples In the area of two-dimensional process and device simu-
in Sections 11 and IlI show clearly this dual role of design lation the user interface requires a different set of consider-
and manufacturability. ations. Here the topography is a dominant concern and

The factor of CAD tool speed has several implications, text descriptions alone are not sufficient. Fig. 22 shows
First, it is necessary that process and device designers get cross-sectional views of a portion of a CMOS device struc-
sufficient feedback quickly so that they reduce costs in the ture. Fig. 22(b) shows the cross section as viewed by the
use of the fabrication facilities. Simulation obviously does technologist when considering the trade-offs related to
not replace fabrication-it reduces the trial and error the boron implant and LOCOS steps. Fig. 22(c) shows the
needed to converge to a stable process. Moreover. simula- simulation grid used for 2D process modeling where high-
tion allows the exploration of the process window and concentration diffusion is to be modeled 157). The discreti-
helps identify factors which can affect manufacturing and zation used to solve both the impurity diffusion and oxide
process control. A second factor related to speed is the interface effects place constraints on the most appropriate
growing possibility to use process models directly in the positioning of the grid. In addition, there are numerical
manufacturing environment- for example, as very analysis constraints implicit in the grid specification since
sophisticated controllers for equipment. Although this the efficiency of the solution is affected by both the
aspect of simulation is only beginning to become practical. number of points and the form of their interconnection.
the prerequisite for its success is simulation speed in real For example, techniques such as line-relaxation (SLOR) or
time on the small computers used for process control. finite-difference (FD) methods each impose different con-
Finally. the growing complexity of process and device straints on the spacing of the grid 136]. The grid shown in
simulators, dictated by more complex kinetic models of Fig. 22(c) can also be used for device analysis of the
physical processes, has caused a lag in available CPU physical structure shown in Fig. 22(a). As stated above, the
cycles. The increased speed of next-generation computers physical as well as numerical constraints dictate how this
has helped substantially. Nonetheless, there will be an grid must he refined or altered for the device modeling
ongoing effort in developing better algorithms to match the application. In this case. since electrical rather than impur-
physics and yet provide real-time computations as sug- ity diffusion effects are involved, the grid must be altered
gested earlier. in several regions. For example, the electronic analysis now

__
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GRID OBJECTIVES AND CONSTRAINTS tools at all levels shown in the figures discussed throughout
this section are crucial to the success of IC design and
manufacturing. Extensive algorithmic research will produce

E the desired interfaces depicted in Fig. 23. The integrationPROCESS R DEVICE

A of the CAD tools shown in Fig. 20 will be driven by the
increasingly tight manufacturing controls needed for

TOPOGRAPHY OUT/IN CHARGE scaled-down devices. Moreover, the device and intercon-
UINVERSION OUTPUT

USER USER C TER nect models needed for SPICE will dictate increased use of
process and device simulation to extract the current physi-
cal parameters and coefficients. Finally at the system level

INTERSECTION shown in Fig. 19, the need to manage and control produc-
/X •DECTANT tion will mandate the high-level integration of process and

DOPIN - device modeling CAD. Recent efforts to create CAD lan-
VERSION LAYERS guages for IC manufacturing 1591 suggest a very positive

and far-sighted perspective on solutions to the system
needs implied by Fig. 19. The needs to automate produc-
tion-trained personnel. schedule equipment, and document

SUSER EFFICIENT procedures and results are all key ingredients of manufac-
• CPU WASTEFUL turing system. Indeed, the CAD tools discussed in this

article are one set of specific computer aids to be incorpo-
rated into such a manufacturing system of the future.

Fig 23 Grid objectives and constraints for process and device analysis. VI. CONCLUSION

requires solution for depletion edges and carrier distribu- The intent of this article is to put the details of process
and device modeling in perspective, relative to the historytion which occur in regions physically quite separate from

the regions of maximum concentration as shown in Fig. and future of IC manufacturing. Since its inception, tech-
22(b). The user interface problems associated with the nology modeling has been used to understand the funda-
systematic progression from Fig. 22(c) into device analysis mental limits of process and device control. This paper has
is still an art rather than a science. Fig. 23 defines sche- traced primarily the evolution of process models for impur-
matically the problems of grid definition and the associ- ity diffusion and oxidation. Examples for bipolar andated physical constraints imposed by the process and MOS technologies have been given to show details of
device simulation. The user interfaces indicate required application to both device design and manufacturing con-
interaction Recent research results indicate successful au- trol. In considering the future for process and device

tomation of parts of the process, and hence the ability to modeling two aspects have been emphasized. The trends in
relieve the user of these time-consuming and error-prone equipment technology for IC manufacturing will play a

major role in dictating the need for further modeling work.
steps 1581. The vertical sequence of choices in process and Furthermore, the CAD tools for technology modeling fit
device-modeling grids indicate options at several levels, into an overall system-design approach. This system must
The physical constraints of the systems of equations- integrate individual CAD tools to meet the overall objec-
Fick's law contrasted with the Poisson and continuity
equations-suggest the need for substantially different tives of IC manufacturing.
grids. The total merging of grids for both process and ACKNOWLEDGMENT
device modeling offers the user a great relief, but may
excessively compromise the underlying numerical solvers. The author wishes to thank the many doctoral students
The choices to be made both at a user level and in the who have contributed substantially to the work discussed.
underlying algorithms will evolve rapidly over the next as is clear from the Reference section. The author also
decade. Certainly automation of algorithms to increase wishes to thank his colleagues in the Integrated Circuits
numerical efficiency and simultaneously enhance the user Laboratory for a deep commitment to process modeling
interface are the preferred directions of evolution, and a synergistic spirit to make the couplings with device

The final essential attribute of CAD tools for process and circuit analysis work-both in software and in the
and device modeling is system integrability. The meaning Laboratory. Special thanks go to Prof. J. D. Plummer and
of this term can be discussed at three levels. These levels of Prof. J. D. Meindl and to S. E. Hansen. Critical reading of
integration have been implicitly defined in Figs. 19, 20, and the manuscript by D. Ward, P. Fahey, and D. Chin is
23-each indicating a lower level of interfacing and simul- greatly appreciated.
taneously a higher level of demands on performance and
algorithms. The long-range wish is for an "Integrated CAD REFERENCES
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CAD OF IC FABRICATION PROCESSES

July 27-28, 1981

1. Robert P. Adams Adams Enterprises Both
2. Richard Adler Control Data Corporation Both

3. Jane Allison National Semiconductor 7-27
4. Tony Alvarez Motorola Both
5. David A. Angst National Semiconductor Both
6. Robert J. Antinone The BDM Corporation Both
7. Sheldon Aronowitz Fairchild, Palo Alto Both
8. Rolin K. Asatourian Rockwell International Both
9. Gordon K. Au Amdahl Corporation Both

10. David Back Signetics Both
11. Uzi Y. Bar-Gadda AMD 7-28
12. Rick Barth Xerox 7-27
13. Bamdad Bastani Intel Corporation Both
14. Nabi Bayazit Hewlett-Packard Both
15. Steve Belochi GTE Products Both
16. James Benjamin Eaton Corporation Both
17. Gordon Berg Motorola Both
18. Inderjit Bhatti National Semiconductor Both
19. Dale Allen Blackwell TRW Both
20. Dave Blau Nanometrics, Inc. 7-27
21. R. J. Bowman University of Utah Both
22. Jerry Brandewie Rockwell 7-28

, 23. Sam Broydo Xerox Both
24. Janusz Bryzek Foxboro ICT Both
25. John Buchbach Jet Propulsion Lab Both
26. Robert L. Burdick Western Digital Both

* 27. Leslie Burns Burns Research Both
28. Bruce Cairns Fairchild 7-27
29. Joseph Catazarite Rockwell International Both
30. Nelson N. Chan Intel 7-28
31. Raymond Chan Fairchild Both
32. Sudhir Chandratreya Hewlett-Packard Both
33. Thomas Chang Intel Corporation 7-27
34. Yih Chang Advanced Micro Devices 7-27
35. Jun-Wei Chen Hewlett-Packard Both
36. Lish Chen National Semiconductor Both
37. Pao-Jung Chen EG&G Reticon Both
38. Sweetsun Chen Xerox Both
39. Wu-Yi Chien Fairchild Both
40. Francis Choi Xerox Corp. Both
41. Thomas Chuh Hughes Aircraft Both
42. Heikyung Chun Fairchild Both
43. William Cochran Bell Laboratories Both
44. Agustin Coello-Vera TRW Semiconductors Both
45. Barry Cohn Intersil, Inc. 7-28
46. Bill Cole Nanometrics, Inc. 7-27
47. John T. Collett Hughes Aircraft Both
48. Thomas Collura Teletype Both
49. Burleigh Cooper Fairchild 7-27
50. Davin Craven AMI 7-27
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51. Frank Custode Rockwell International Both

52. R. M. Das Synertek, Inc. Both

53. Conrad Dell'Oca LSI Logic Corp. Both

54. Steve Domenik Intel 7-27

55. Norman L. Donovan Siliconix Both

56. Wm. Robert Edwards Burr-Brown Research Both

57. Boaz Eitan Intel 7-27

58. Alicja Ellis Honeywell Both

59. Tim Emery Hewlett-Packard Both

60. Marlin Evey Westinghouse Both

61. Paul Fahey Hughes Aircraft Both

62. Reza Fatemi National Semiconductor Both

63. Joseph W. Fincutter Fairchild Both

64. Carole Fong Monolithic Memories Both

65. Jim Fong Hewlett-Packard Both

66. Robert S. Ford Allied Corporation Both

67. Beatrice Fu Intel 7-27

68. Julia S. Fu Sandia Lab Both

69. Sai-Wai Fu Intel Both

70. Frank Garcia Motorola Both

71. Michael C. Garner Sandia Lab Both

72. Joseph R. Gigante Westinghouse Both

73. Dexter Girton Lockheed Corporation Both

74. Phillip P. Grant The Aerospace Corporation Both

75. David Wm. Greenwell IBM - Tucson Both

76. Richard Griffiths Harvard Smithsonian Both

* 77. Mark R. Guidry VLSI Design Associates Both

78. Chang Ha Intel Both

79. Isy Haas Semiconductor Engineering Both

80. Frank Hamilton Wang Laboratories Both

81. Yu-Pin Han Mostek Both

82. Howard H. Hansen IBM Corp. Both

83. Syed N. Hasan IBM Corp. Both

84. Harry Haver Motorola, Inc. Both

85. Frank H. Hielscher Lehigh University Both

86. Chun Ho Fairchild Both

87. Barry Hoberman Monolithic Memories Both

88. Fred E. Holmstrom IBM Corp. Both

89. Ning Hsieh Fairchild Both

90. M. D. Huang Philips Research Lab Both

91. Alex Hui Hewlett-Packard 7-27

92. Zimmer Jan Synertek Both

93. Saqib Jang National Semiconductor 7-28

94. Fred Jenne AMD Both

95. Steven Jewell-Larisen Xicor Both

96. Brooke A. Jones Rockwell International Both

97. William L. Jones Utah State University Both

98. Leon Y. Juravel Rockwell International Both

99. Debra L. Kalior Motorola, Inc. Both

100. William H. Kao Xerox Both

101. Pramod Karulkar Rockwell International Both

102. Steve Katin Four-Phase Systems, Inc. Both

103. Joe Keene J. C. Schumacher Co. Both
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104. Aubrey J. Keet Precision Monolithics Both

105. Wadie Khadder National Semiconductor Both

106. Sung Kim Four-Phase Systems, Inc. Both

107. Daily F. Kizer Dept. of Defense Both ($100)
108. John Knudsen Aerospace Corp. Both

109. Joseph Kocsis National Semiconductor 7-27
110. Tej Kohli Siliconix, Inc. Both

I1. Achilles G. Kokkas RCA Laboratories Both
112. Knute E. Kolmann Comm. Trans. Corp - Varian Both

113. George J. Korsh Intel 7-27

114. Michael H. Kriegel Fairchild Both

115. Thampachen Kunjunny National Semiconductor 7-28

116. R. Schulmann Eaton Corp. Both

117. Pan Wei Lai National Semiconductor Both

118. Paul H. Langer Bell Laboratories Both
119. Richard Laubhan NCR Corp. Both
120. Duane G. Laurent Mostek Both

121. Jeff Lavell Motorola Both
122. Hoi Q. Le Synertek, Inc. 7-27
123. Benjamin Lee Intel 7-27
124. Jimmy Lee Intel Both
125. Jong Lee Synertek Both

126. Michael Lee Supertex, Inc. Both
127. Sandra Lee Intel 7-27
128. William Lee Hughes Aircraft Both
129. Sheau-Suey Li Data General Corporation Both

* 130. Alan Y. Liang Motorola Both
131. Victor K. C. Liang Silicon Systems, Inc. Both
132. Youkang Liu Fairchild Both
133. Sheldon Lim Signetics Both
134. Cheng-Yih Liu IBM Corp. Both
135. Y. T. Loh Trilogy Both
136. Michael T. Long Power Hybrids, Inc. Both

137. Steven W. Longcor Advanced Micro Devices Both
138. Larry J. Lopp Technology Associates Both
139. Wim Lum TRW/LSI Products Both
140. Steve Mahon Hewlett-Packard Both
141. Lavi Malhotra Advanced Micro Devices Both
142. Grace Martinelli Unitrode Corp. Both

143. Nathaniel D. McClure Delco Electronics Both
144. Jim McCreary Intel Corp. 7-27
145. Joseph McMenamin J. C. Schumacher Co. Both
146. Richard McReynolds Burns Research 7-27
147. Harshad Mehta Fairchild Both
148. Bob Meinke Hewlett-Packard Both
149. LeonardF. Mendoza The Aerospace Corp. Both
150. Masayuki Miyake Sony Corporation Both
151. Antonio Morawski TRW Semiconductor Both
152. Dick Motta Zilog Both
153. Richard A. Mullen Siliconix, Inc. Both
154. Eileen Murray Hewlett-Packard Both
155. Steve W. Mylroie Signetics Both
156. Iqbal Naqvi Hughes Aircraft Both
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157. Michael C. Nelson AMD Both

158. Martine Normandin Fairchild Both

159. Shigeharu Ochi Burns Research Both

160. Nils Ogren Asea-Hafo Both

161. Philip F. Ordung University of Santa Barbara Both

162. Fazil Osman Burroughs Corp. Both

163. G. R. Padmanabhan Fairchild Both

164. Richard F. Palys Burroughs Corp. Both

165. Nicholas Pasch Trilogy Systems Both

166. Dhimant Patel ISD, Inc. Both

167. Vikram M. Patel Fairchild Both

168. Deva N. Pattanayak Rockwell International Both

169. B. Reddy Penmalli Bell Laboratories Both

170. Fred Perner Hewlett-Packard 7-28

171. Frank Wm. Pfeiffer Memorex Both

172. James C. Pickel Rockwell International Both

173. Jeff Pinter Ford Aerospace Both

174. Sunil Rahan Intel Both

175. Damodara Reddy Synertek, Inc. 7-28

176. Paul Reynolds Burroughs Corp. Both

177. Stephen P. Robb Motorola, Inc. Both

178. Lynette Roth Hughes Research Lab Both

179. Howard Russell COMSAT Gen. Integ. Sys. Both

180. Michael D. Rynne Monolithic Memories Both

181. Jack Sachitano Tektronix, Inc. Both

182. Maah Sango Monolithic Memories Both

183. Robert Scheer Intersil, Inc. 7-28

184. Frederic Schwettmann Hewlett-Packard Both

185. P. D. Scovell Standard Telecom. Lab Both

186. Kazem Sedigh General Instruments Both

187. Jean Sheu Fairchild 7-28

188. Mitsuo Shimizu Canon USA, Inc. Both

189. Barry S. Signoretti Fairchild R&D Both

190. Skip Smith National Semiconductor Both

191. William R. Smith, Jr. Hughes Aircraft Both

192. Richard Snow Hughes Aircraft Both

193. Ralph Sokel INMOS Corp. Both

194. William J. Spencer Xerox Corp. Both

195. Sal Spinella General Instrument Both

196. David L. Stolfa National Semiconductor Both

197. James M. Stover STC Computer Research Both

198. Joseph Straznicky Hewlett-Packard Both

199. Larry Studebaker Hewlett-Packard Both

200. Masatoshi Tabei Burns Research Corp. Both

201. David Tam Motorola Both

202. Edward Y. Tang Nitron Incorporated Both

203. Geoff Thomas Four-Phase Systems Both

204. Timothy J. Thurgate Intel Both

205. Leonard Tocci Rockwell International Both

206. Tom C. Trieu Fairchild Both

207. Nan-Hsiung Tsai Fairchild Both

208. Constance Tse Intel Corp. 7-27

209. Bangkuh Tseng AMD Both

210. Fang-churng Tseng ITRI Both
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211. William D. Turner Xerox Parc Both
212. Mark E. Tuttle Micron Technology, Inc. Both
213. Jack Uppal Rockwell International Both
214. Ben J. Valdez Hughes Aircraft Both
215. Peter Vutz Synertek, Inc. Both
216. Perry Wallia Synertek, Inc. Both
217. Andrew C. Wang Amdahl Corp. Both
218. Greg Wasche National CSS Both
219. Alex Wat Burroughs Corp. Both
220. Harry Weaver Sandia Nat'l Lab Both
221. Ching-Chang Wen Xerox Both
222. Sylvia Westphal Fairchild 7-27
223. Lyman W. Winkle Watkins-Johnson 7-27
224. Marvin H. White Lehigh University Both
225. Gordon Wright Synertek Both
226. Robert S. C. Wu Hewlett-Packard Labs 7-28
227. Tao-Yuan Wu IBM Both
228. Ted Yamaguchi Tektronix Both
229. Hsu Kai Yang National Semiconductor 7-28
230. Alan L. Yan Varian Both
231. Frank Yu AMD Both
232. Cheisam Yue Honeywell Both

GUESTS

233. Warren C. Atwood TRW - CIS Both
234. Dirk Bartelink Xerox Both
235. Don Bessler ITT - CIS Both
236. Destina Bouriadou Fairchild - CIS Both
237. Kai Duh GE - CIS Both
238. Monti Halufi Naval Ocean Systems Both
239. Eugene Kelly Naval Ocean Systems Both
240. Mariano Lalumi ITT - CIS Both
241. Liang Lee Fairchild Both
242. Eliott Levinthal DARPA Both
243. Paul Losleben DARPA Both
244. Sidney Marshall DARPA Both
245. Paul Martian Xerox - CIS Both
246. Elias Munoz Univ. of Madrid Both
247. Don Nelsen DEC - CIS Both
248. Tak Oki Xerox - CIS Both
249. Noble Powell GE - CIS Both
250. Reda Razouk Fairchild Both
251. Dick Reynolds DARPA Both
252. Sven Roosild DARPA Both
253. Bill Sander ARO Both
254. Sam Shichito Texas Instruments-CIS Both
255. Fred Walczik DEC - CIS Both
256. R. Wilkinson TRW - CIS Both
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SPEAKERS

257. Gary Bronner
258. Lee Christel
259. Bruce E. Deal
260. Bob Dutton
261 Jim Greenfield
262. Steve Hansen
263. Bob Helms
264. Ted Kamins
265. Mike Kump
266. Bob Lefferts
267. Miin-Ron Lin
268. Hisham Massoud
269. Len Mei
270. Jim Pfiester
271. Jim Plummer
272. Krishna Saraswat
273. Hans Stork
274. Bill Tiller
275. Daeje Chin

STUDENTS

276. J. Shott
277 J. McVittie
278. D. Modlin
279. D. Harame
280. B. Swaminathan
281. Y. Ikawa
282. Bill Eisenstadt
283. M. Eldredge
284. Tatsumi Sumi
285. Hee Gook Lee
286. Charlie Ho
287. Akis Doganis
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Youssef S. Abedini Fairchild both
Martin A. Afromowitz Univ. of Washington both
Jeff Aguilera Hewlett-Packard 8-19
Diane Ahrendt Tektronix both
H. Akiyama Burns Research Corp. both
John Altieri IBM both
Vince Alwin RCA both
David A. Angst Digital Equipment Corp. both
Lawrence Arledge Texas Instruments both
Wayne Armstrong Westinghouse both
Narain D. Arora Digital Equipment Corp. both
Jose I. Arreola UTMC both
Rolin K. Asatourian Rockwell International both
Warren C. Atwood TRW 8-18
Ronny Bar-Gadda Signetics both
Uzi Y. Bar-Gadda Advanced Micro Devices both
Steve T. Bay Nanometrics 8-18
Nabi Bay3Zit Hewlett-Packard both
Sam W. Beal Texas Instruments Inc. both
Israel Beinglass IMP 8-18
James A. Benjamin Eaton Corp. both
Donald Bessler ITT both
Indcrjit S. B3hatti National Semiconductor both
Mark S. B1irrittella Motorola Inc. both
Matt Bonn Intersil, Inc 8-19
Scott Bowden IMP 8-19
Brian P. Brodfuehrer Dept. of Defense both
John Buchbach Jet Propulsion Lab both
L. L. Burns Burns Research Corp. both
Gregory N. Burton Fairchild RD both
Thomas N. Cas~elman Santa Barbara Research Center both
Alex Cavalli Tektronix, Inc. both
Kit Cham Hewlett-Packard 8-19
Phil Chan Intel Corp. 8-19
Sudhir S. Chandratreya lewlett-Packard both
J. J. Chang Xerox Corp. both
Yih-Jau Chang STC Computer Research both
Joseph P. Chapley GTE Microcircuits both
Kong-Chen Chen Signetics Corp. both
N. I,. ('hen RCA both
Henry Cboe Rockwell International both
Cheuk Wah Chu Tandem 8-19
Tom Clark Analog Devices both
Bill Cochran Bell Labs both
Barney M. Cohen Advanced Micro Devices both
Roy A. Colclaser Univ. of New Mexico both
John T. Collett Newport Beach Research Center both
Steven R. Collins Raytheon Co. both
Tom Collins Tandem both



Kwaku A. Danso Synertek 8-18
Gary F. Derbenwick Inmos Corp. both
Ewald Detjens STC Computer Research 8-19

T. J. Diesel Hewlett-Packard both
William G. Divens Nanometrics 8-18
Norman L. Donovan Siliconix both
Edward C. Douglas RCA both
Dick Dowell Hewlett-Packard 8-19
Michael P. Duane Texas Instruments both
Kamalesh Dwivedi Mitel Corp. both
Monir EI-Diwnay Fairchild both
Moez M. Esmail National Semiconductor both
Chi-Yung Fu Xerox both
Julia S. Fu Sandia National Labs both
Isaura S. Gaeta Fairchild both
Raymond K.Gardner Delco Electronics both
Jean-Marie Gastineau Matra Technology, Inc. 8-19
Philip J. Gerskovich Cray Research, Inc. both
Joseph R. Gigante Westinghouse both
Barrie Gilbert Analog Devices both
Henry Gildenbalt General Electric both
Linda Gonzalez Data General Corp. both 79

Diana L. Goodrich General Dynamics both
Ravender Goyal National Semiconductor 8-19
Philip B. Grant The Aerospace Corp. both
Chris Groves Mitel Corp. both
Don Grubbs IBM Corp. both
Charles R. Hall Westinghouse both
[toward If. Hansen IBM both
Francis Harper Western Digital both
Kim G. lhelliwell Synertek both
Ian Henderson Texas Instruments both
Luther Ilendrix Mostek both
Steven J. Ilillenius Bell Labs both
Robert 11. Hlobbs United Technologies RC both
Michael W. Ilodel Motorola Inc. both
Fred llolmstrom IBM Corp. both
Kuo-Liang C. Hlsi Trilogy Systems 8-19
Peter Ilsieh STC Computer Research 8-19
Chung S. 1lsn Silicon Systems, Inc. both
Sheng Teng tlsu RCA both
Cheng C. flu Inmos Corp. both
Yaw-Wen I lu Intel Corp. both
Chin Huang Unitrode both
Alex C. Hlui LSI Logic Corp. both
J. Inada Burns Research Corp. both
Weldon Jackson Hewlett-Packard 8-19
David Jaffe IBM both
Saqib Jang National Semiconductor 8-18
Prasad S. Jayasimha IMP 8-19
Roy E. Jewell Texas Instruments both
Caroline Jones Raytheon Co. both
Edward Kelso US Army Electronics both



2

Ebrahim Khalily Hewlett-Packard 8-19
Moiz B. Khambaty IMP 8-19
Ronald W. Knepper IBM both
Daniel N. Koury Jr. Motorola both
Tom Krehbiel Motorola both
Joseph W. Ku Fairchild both
Gordon J. Kuhlmann Rockwell International both
Robert W. Lade Eaton Corp. both
Fang-Shi J. Lai IBM both
Pan-Wei Lai Zilog, Inc. both
Richard A. Laubhan NCR Corp. both
Duane G. Laurent Mostek both
W. V. Lee Hughes Aircraft Co. both
Robert B. Lefferts Tektronix both
Pat Leung Aertecb Industries both
Michael P. Levis Zilog, Inc. both
Joseph Li Data General Corp. both
Sheau-suey Li Data General Corp. both

T. J. Lie Burroughs Corp. both
Albert M. Lin Bell Labs both
Ron A. Lindley Burroughs Corp. both
Bill Y.J. Liu Fairchild 8-18
Michael S. Liu Honeywell both
Wei Jen Lo Xerox both
Kevin Look Synertek both
Steve W. Longcor Advanced Micro Devices both
Clifford D. Maldonado Rockwell International both
Lavi Malholtra ISD both
Gary Malloy Hughes Aircraft Co. 8-18
Robert W. Manning Inmos Corp. both
Alan Marston Hewlett-Packard 8-19

Herman L. Martin EG&G Reticon 8-18
Russal A. Martin Xerox both
John B. Mason GTE Microcircuits both
Walter T. Matzen Honeywell both
Timothy K. McGuire Bell Labs both
Leighton McKeen Burroughs Corp. both
Paul G. McMullin Westinghouse both
Peter McNalli National Semiconductor both
Alwin E. Michel IBM both
Douglas G. Millward Science Applications, Inc. both
Robert D.Moore Harris Corp. both
Dick Motta Zilog, Inc. both
B. Nam Burns Research Corp. both
Matthew M. Nowak Burroughs Corp. both
S. Ochi Burns Research Corp. both
Sheng-Yueh Pai Trilogy Systems both
Olgierd A. Palusinski Univ. of Arizona both
Scott D. Pearson IBM both
B. Reddy Penumalli Bell Labs both

Dan W.Peters Hewlett-Packard both
Doug A. Pike General Instrument Corp. both

; Jeff If. Pinter Ford Aerospace both
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Richard C. Pinto Rockwell International both
Raymond Pong Signetics 8-19
Sylvia Pressacco Fairchild 8-18
Sunil Rahan Intel both
Muhit U. Rahman Power Hybrids Inc. 8-18
Steve Rather Hewlett-Packard both
Dan Reddy Synertek both
D. John Redman Hewlett-Packard both
Robert C. Rennick Bell Labs 8-19
L. Howard Roberts Matra Technology, Inc. 8-19
Lynette B. Roth Hughes Research Labs both
Jack L. Sachitano Tektronix both
Yoshio Sakai Hitachi both
Robert N. Sato Hughes Aircraft both
Robert Scheer Intersil, Inc. 8-18
John Schmeising Motorola, Inc. both
Adele Schmitz Hughes Research Labs both
Marden H. Seavey Digital Equipment Corp. both
Jerold A. Seitchik Texas Instruments both
Nagib Sharif Synertek both
Steven C. Shatas AG Associates 8-18
Jack Shiao Tandem both
Tadashi Shibata Toshiba R&D Center both
Mitsuo Shimizu Canon USA both
N1. Shizukuishi Burns Research Corp. both
David N. Shupe Bendix both
Anil K. Singh Rockwell International both
Rama S. Singh General Electric both
John N. Skardon Advanced Micro Devices 8-18
Michael P. Snowden RCA both
Joe Spear BTU Engineering Corp. both
Anthony Spielberg IBM both
John W. Stempeck Polaroid Corp. both
Edward P. Surowiec General Electric both
Bashir A. Syed General Electric both
C. T. Tarn IBM both
Marcel ter Beck IMP 8-19
Timothy J. Thurgate Intel bot4,
Robert E. Tremain Xerox 8-19
Tom C. Trieu Fairchild both
Murray L. Trudel Zilog, Inc. both
Kuey Yeou Tsao Gould, Inc. both
Ben Tseng Advanced Micro Devices both
Ben Valdez Hughes Aircraft Co. both
Milton Vassell GTE Labs both
Kris B. Verma Lockheed Corp. both
John Walker GTE Microcircuits both
Perry Wallia Synertek both
Jeffrey Wang Synertek both
Shah Waqar Trilogy Systems 8-19
Moe Wasserman GTE Labs both
Al Watkins Raytheon Co. both
Gcn. P. Weckler EG&G Reticon both
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James C. Weaver General Electric both

Moo Y. Wen IBM both
K. R. Winrich Santa Barbara Research Center both
Thomas W. Woike TRW 8-18
Evert A. Wolsheimer Signetics both
Henry C. Wong Signetics 8-19
Joe Wong Raytheon Co. both
Richard C. Woodbury Brigham Young Univ. both
In-Nan Wu Fairchild both
Jeff Tse Yang Memorex both

Chingchi Yao Advanced Micro Devices both

Pak-Ho Yeung Fairchild both
Sewang Yoon Power Hybrids 8-19
Swei-Yam Yu Fairchild both
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Computer-Aided Design and Lociionr: lermian Auiditorium. Stanford Vnisersit%. Stan-

Manufacturing of Integrated CircuitslrdClirn.

A. three-day program: fi'e: thle fee for each daN is $200( (including lecture notes.

August 17-19, 1983 Stanford, California luncheon, and dinner (August 17 and 18. 1983) or S500) for
attending three daxs. E-nrollmnent is limited, and adsance

Oxer the past decade Stanford L'ni~ersit% has pioneered a enrollmient is required.

fundamental research effort to understand anid model lrsiruinna SiaSt
integrated circuit (10 tcchnolog . Once each Near the
Integrated Circuits laboratorN at Stanford presents a I AN(0 AKINW AND1)1 Research Assistant. Stanford t ni'.ersits
summar% ofl recent findings, in the context of a short-course I)1 MIt I RI A. AN I ON I \l IS. Associate Professor. MItI
st\ Ic discussion. [his \car. for the first time. \%e hase "AI I I R BI Ns/f N . I irectot of Research, Applied Materials

expanded the d iscussion t o i nclutde ne\% miateria Io n mla nufiac- .101 HI RGI R. Consuiltanit in IW lX-\elopnnt. I os \ltos

turing science. .1011% ( C. BRA WMAN. Research Assitant. Stanford t rmiesitS
(GARN B. BR( NNI R. Research A*ssistant. Stanford (*t nseritsl

Stanford has developed a variety of process and device l).I -1 ('111N. Research Assistant. Stanford 1,nisetslt\

simulation programs which embody the results of fundlamen- CHRIS CI ART. Staff I nigincer. Iiesslett-I'ackard

tal research efforts and are of substantial value for process SO [\ARsac sitn.salod(nes.
development and dev ice design. At this year's conference ROBE R I W\ DI I I 0\. Professor. Stanford I. nisersir.\
new results and models for SL)PREM 3 are discussed. PAVt' M1. I AIItfN Research Assistant. Stanford Inisersits\

especially in the areas of multilayer structures, implantation. R ICIA R1) 1- AI R. \ice P'resident, Microelectronics ('enter

oxidation and diffusion. The new oxidation analysis pro- North Carolina
gram SOAP is demonstrated as well as enhancements to MR1I ) ;1F.Rsac sitn.Safr mri.
SEDAN for polysilicon emitters and Schottky contacts. .IOFHN 601i OVIN. ['resident, ('onsilium. Palo Alto

Applications of process and device modeling as well as the SCOT II GOOD)WIN, Research Assistant. Stanford Vnisersits\

simulation tools are presented. S'IEPHEN F. HANSEN. Senior Scientific Programmer.
Stanford Fiisersit\

Within the least few years Stanford has established a manui- CHA RLFS ROBERI T H:t MS. Professor, Stanford tnisersits

facturing capability .to fabricate IC's routinelN for sxstems (HARI FS P1. ITO. Research Associate. Stanford Vnisersitt_

design on a fast-turn-around basis. In this manufacturing MARK L.AW. Staff Engineer. tiers lett-I'ackard Conipan

spirit %c ha'se expanded the program to discuss IC mnanufac- UltSi NM /. MASSOI D. Rescari-h.*\ffiliate. Stanfoird Inisersits
turing science. tnternallh \%care de\ eloping at c%% computer- t anfor SMeI nI IlleiorRsac\Ascae
aided sxstem. FA..BLE. ito assist in line managemnrt. docu- Safr iest
menitation. training and a \ariet oif' other aspects of'MFHRtA)MSIFlt eerc sitn.Safr iest

* ~manufacturing, t-he scope of- discussion \sill bridge the gap Wl A i 111 I rfso.Insruso aiona

*between device fabrication and process control issues and Berketes

\% ill include a number of representatixe industrial speakers. M I H I R PARtI K Hi. Diept. Manager for Process Automation.
Hew\4lett- Packard

The meeting format \k ill consist of a series of' lectures as IDAVAID PU RI 01- I-. President. Vroiunet ri\. Sunns sale

outlined in the program. Speakers \k ill provide copies of .1 AM ES R. P'Vt 1St FR. Research Assistant. Stanford tLnisersitx

presented materials. tn addition, there will be a distribution MAKR I O eerhAssat tnodtiest
of technical reports xxhich give an extended discussion of JMSI.Pt E.Poesr tnodtiest
background information and details of' the experiments. BRIAN K. RFII. Assistant Professor. Stanford nUrmersit

models, and computer programs. '[he first day will involve .IFRRY ROBINSON.Dtirector of Manufact Uring Operatonls. 7.ilog
primarily lectures and discussions of the materials aspects of E tOS.NIRI eerhAscae nsriso oon
technologN modeling with substantial emphasis on specific KRISHNA SARASWAI1. Senior Research Asociate.

experimental and model results applicable to SUPREM 3.Safr liest
The second da\ %% ill focus on more general aspects of process JIOHN' 1). SHOT I .Senior Research Associate. Stanford Inisersit

simulation. dexice simulation, and applications. WILIAM Il [ER. Professor. Stanford Ijnisersits
WIlLIE .1. YARBROUGH. Research Assistant.

A "forum" atmosphere wilt be encouraged to obtain user Stanford liniversits

feedback. A number of specific applications and resutts(case ZHIPIN(1 YU'. Research Assistant. Stanford Uniseisit\

studies) %kill be presented. The third da\ wilt focus on the
mans issues insolsed in IC manufacturing science. Primarily Silicon Technology and Process Models
industrial speakers witll discuss key issues related to systems. Wednesday August 18. 1983
equipment, and test structures to monitor and control IC
production. T'he registration fee provides for all course 8: u0 minergstato

materials, as well as lunches and dinner (August 17 and 18. 8:30 Introduction llmc

1983). 9:30) Thin Oxide Kinetics Massoud
9:55 Oxide Charges Akinwande
10:201 Enhanced Oxidation Kinetics Titter



10.45 Break 2:41 Break
I1:15 (1 idant I ransport in S)o. tlctms 3:00 Autonated %Valer Handling Herger

S1140 I NI Std tes of Inter face MI orpholog. ira man 3:30 Interface,, and I quipntellt Rehabhit,, Ben/ing
1215 I hernial Nitridation o) Silicon Noslehi

12.(1 I UnCh

1:30 pn. I\triti'c l)liLtsionl I'ahe.

2.00 ()\idation tnhanced I)iffusion Dunhant
2.20 Polsilicon Modeling and Mulilawer Structures Ito

2 50 1 ranient (ettering Kinetics Bronner
.; 1 Break General Information
3:30 I I('\ 1) Silicide Contact, Saraskat low to enroll: |Enrollment is limited and ad\ance enroll-
4 I)0 MultIla.\er Ion Implantation (tiles ment is required. Fnrollment may be made b\ indi iduals or
4:20 I \perinental Ion Implantation Profiles Oldhan companies. Preferred-rate registrations for go\ernment em-
4:5) I liicusion and \'rap-ip plo'.ees v\ ill be accepted based on sponsor appro\al. l)cad-
5:30 Reception and Informal I)iscussion lie for submission of enrollment forms. August 5. 1983.
b:3) Cocktails

7:3 I)inner TO enroll. Please complete and return the form pro\ ided.

s:3) Panel Re idnd.. If ou enroll and then cannot attend, a refund ". ill

be granted it requsted in \xriting prior to August 5. 1983.

[Housing is a\ailable in the Stanford campus in student
Implementation and Applications of' Process residences %%ithout prisate baths at reasonable rates. (am-

and Dcv ice Models pus recreational facilities are a'ailable for \our use. Ior

Thursday August 18, 1983 further information contact the Conference Office at 123
Fncina (iommons, Stanford. California 94305: telephone

X.3) a.m. Introduction I)utton (415) 497-3126.
9:30) Status ot St P'R I:NI 3 tlansen For .iurler in/oirmalion: Write or cal! Stanford Uni\ erit\I1l:Oil Ir rin.,ent P~oint I[)ecci Miodeling .. nl oniadis.10:00 tO:) Break Integrated Circuits haborator\. c o Robert W. I)utton.

AFL Bldg.. Stanford, California 94305. telephones (415)I J:O0) 21)) ()ida ion .%nals si, I sing SNPI C.hinl

11:25 Isolation Struictures I )e'. ice Phsijcs ( oodn 497-1349 and 497-4138.

If 5) I rench Isolation I cchrolog ic\iftie (Fnrollment is limited. Ad ance enrollment is required)
12:15 I unch
1 30 p.m. I)eselopment ol (M() I chnolog P [ester
1:55 Scaling of .Junctions or (. NIOS lair
2:2)) Anal'. ,is of CNi OS I atch-up linto I enclose a check in the amount of S - to cover-
2:45 Break enrollment(s) iti (check one)
3:10 21) lD. ice .. nal'.sis I sing PISCI S I a\%
3:35 Anal\,i, and Modeling ii Polf slicon I nlttter, Ni 0 Silicon lechnolog August 17. 1983 (5200)
3:55 Scottk, Contact MIOSI'I Is Sangiorgi 0 Simulation and Application August 18. 1983 (S20()
4:15 formal l)iscutsion Solicited and Contributed

t'ser hecdhack' 0 Manufacturing Science August 19. 1983 (S200)

send proposed it.pic% and sketches figiires it he presented 0 itre Program August 17-19. 1983 ($500)

dlciz¢si~ant i the tinie of ad'aneed registration

Name
last first middle

Integrated Circuits Manufacturing Science

Friday August 19. 1983 Employed by

K:30) am. Introduction Shott 'ompan address
9:00 Integrated Approach to Manufacturing Robinson
9:4) Wafer Management for Process Control Golbotin

I0 2) Break

11145 Control in an IC Manufacturing Sstcm Parikh city state ip
11:21) lest Structures for Yield Analysis PerlotD
1155 \ddresahle Arra% test Structures N'arbrongh I)aytime telephone and extension
12:25 I unch

1:30 p.m ABI IT A I anguage for Proces Automation Reid Make check pi,.able to STANFORD UNIVERSITY.
2:10 Standards for Equipment Interfaces (lare



Computer-Aided Design and Manufacturing of
Integrated Circuits

A three-day program: August 17-19, 1983 Stanford. California

Stanford University
Integrated Circuits Laboratory
Stanford. California 94305



CAD OF IC FABRICATION PROCESSES
August 17-19, 1983

Larry D. Abe TRW 8-19
John M. Acken Sandia National Labs 8-18,19
H. Akiyama Burns Research Corp. 3 days
Katie Alexander Intel 8-17
John Altieri IBM Corp. 3 days
T. Alvarez Motorola 3 days
Kostas Amberiadis RCA Labs 3 days
David Angst Digital Equipment Corp. 3 days
Susanne Arney Motorola 3 days
Sheldon Aronowitz Fairchild 3 days
Rolin K. Asatorian Rockwell International 3 days
Jimmy W. Baker McDonnell Douglas Elect. Co. 3 days
Zaher Bardai Acrian Inc. 3 days
Ronny Bar-Gadda Signetics 3 days
Dean W. Barker National Semiconductor 3 days
Allen R. Barlow AMI 8-17,18
Dirk J. Bartelink HP 3 days
Geoffrey D. Batchelder Mostek 3 days
Nabi Y. Bayazit HP 3 days
Donald W. Baylis Fairchild 8-19
Allen F. Behle Rockwell International 3 days
James A. Benjamin Eaton Corp. 3 days
Inderjit S. Bhatti National Semiconductor 3 days
Steve Bishop NSA 8-17,18
Dale Blackwell Mostek 3 days
Peter Blakey General Motors Research Labs 3 days
Richard A. Blanchard Siliconix 8-19
Nick Boruta Synertek 3 days
Bob Bower AMD 8-18
Joseph T. Boyd Univ. of Cincinnati 3 days
Harold K. Brown Intel 8-17,18
Rene Brown Hughes Aircraft 3 days
Richard A. Bruce Xerox 8-17,18
Nguyen D. Bui AMD 8-17,18
Felixberto A. Buot Sachs/Freeman Assoc., Inc. 3 days
Matthew S. Buynoski National Semiconductor 8-17,18
Kit M. Cham Hewlett-Packard 3 days
Nelson N. Chan Intel Corp. 8-17,18
Ray Chan Fairchild 3 days
Tung S. Chang STC Computer Research 8-17,18
Joseph P. Chapley GTE Microcircuits 3 days
Charles Chen Synertek 8-18
Peter Chen Fairchild 8-19
George Chi GTE Microcircuits 3 days
Chang S. Choi Tristar Semiconductor 8-17,18
H. Chun-Min Data General 8-17
Steve Clark Zilog 8-18
Ronald N. Clarke TRW 3 days
William T. Cochran Beil Telephone Labs 3 days
Brian Coffey Philips Labs 3 days
Roy A. Colclaser Univ. of New Mexico 3 days
Tom Collins Tandem Computers 8-18
William P. Connors McDonnell Douglas Elect. Co. 3 days
Richard G. Cosway Motorola 8-17
William P. Cox AMD 8-17
Peter Cuevas Xicor 8-18
Shizue S. Davis RCA Labs 3 days
Peter H. Decher HP 8-18,19
Ewald Detjens STC Computer Research 8-18



Akis Doganis Xerox 3 days
Norman Donovan Siliconix Inc. 3 days
James L. Dunkley Silicon Systems 3 days
Eugene Y. Dyatlovitsky Signetics Corp. 8-18
William R. Edwards Burr-Brown Corp. 3 days
Badih El-Kareh IBM Corp. 3 days
Abdel Eltoukhy Fairchild 3 days
Nicholas E. English Harris Semiconductor 8-19
Robert Fang Data General 8-18
Don Ferris Texas Instruments 8-17,18
Robert A. Flohr Intel 8-19
Chao-Hsiang Fu Integrated Device Tech. 3 days
Eric Fujishin Zilog 8-18
Kuni Fukumuro Synertek 8-18,19
Robert T. Garbs Motorola 8-17,18
R. Keith Gardner Delco Electronics 3 days
Michael Garner Intel 8-17,18
Santoshi P. Gaur IBM 3 days
Franklin Gonzalez Harris Semiconductor 3 days
Bruce Gray National Semiconductor 3 days
Chuck Green Zilog 8-19
Chris K. Groves Mitel Semiconductor, CANADA 3 days
Don Grubbs IBM Corp. 3 days
Denny Gudea Tylan Corp. 8-19
Esmat Z. Hamdy Intel 3 days
Yu-Pin Han Mostek 3 days
Harrison Haver Motorola 3 days
Raymond A. Heald Fairchild 8-18
Kim Helliwell Synertek 8-18

* Steven J. Hillenius Bell Labs 3 days
Mark H. Ho ITT 3 days
Robert H. Hobbs United Tech. Research Center 8-17,18
Paul F. Hogan Crane Naval Weapons SC 3 days
Ray Holzworth Xicor 8-18
Paul J. Howell Fairchild 3 days
Steve K. Hsia Monolithic Memories 8-17,18
Cheng C. Hu Inmos Corp. 3 days
Genda J. Hu Xerox 8-17,18
John Huang Intel 3 days
Ming-Der D. Huang Signetics 8-17
Akira Ito Harris Semiconductor 3 days
Weldon Jackson HP 8-18
David Jaffe IBM Research 3 days
Sheldon V. Jennings TRW 3 days
David P. Jensen National Semiconductor 3 days
Roy E. Jewell Texas Instruments 8-17,18
Richard V. Johnson Xerox 8-17,18
Walter H. Jopke Control Data Corp. 3 days
Jon Kang Zilog 8-18
Ashok Kapoor Fairchild 3 days
Chris Kapral GTE Lenkurt 3 days
Patrick N. Keating Bendix Corp. 3 days
E.J. Kennedy Union Carbide Corp. 3 days
Kevin W. Kiely Logic Devices 8-18
Jung S. Kim Gold Star Co. 3 days
Wen C. Ko AMD 8-18
Tej Kohli Siliconix 8-18
R. Kondo Burns Research Corp. 3 days
Peter B. Kosel Univ. of Cincinnati 3 days
Wei-Yi Ku Signetics 8-17,18
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Gordon Kuhlmann Rockwell International 3 days
Robert W. Lade Eaton Corp. 3 days
Paul H. Langer Bell Labs 3 days
H. Peter D. Lanyon Worcester Polytech. Ins. 3 days
Guillermo Lao Xerox Corp. 3 days
Richard A. Laubhan NCR Microelectronics 3 days
Duane G. Laurent Mostek 8-17,18
James P. Lavine Eastman Kodak Co. 3 days
Kwyro Lee Gold Star Semiconductor 3 days
William W.Y. Lee Hughes Aircraft Co. 3 days
Robert B. Lefferts Tektronix, Inc. 3 days
Raymond T. Leung Signetics Corp. 8-18
Eric K. Li Fairchild 8-17,18
Joseph Li Intersil 3 days
C. Y. Liu IBM Corp. 3 days
Chun-Mal Liu IMP 8-18
Dan Liu Avantek 8-18
Albert Lo Comdial 3 days
Michael J. Lo Xerox 8-19
Stewart G. Logie Synertek 8-17,18
Steven W. Longcor AMD 8-18
Mike Lumsden NSA 8-17,18
Senamjit Majumdar Gould 8-19
Kenneth Mar Hughes Aircraft 8-19
Jim Marolf Zilog 8-17, 19
T. McCaffrey IBM Corp. 3 days
David 0. McGovern Alternative Technologies 3 days
Leighton E. McKeen Burroughs Corp. 3 days
Larry D. McMillan Honeywell Inc. 3 days
Peter McNally National Semiconductor 3 days
R.J. McReynolds Burns Research Corp. 8-17
Jayant S. Mehia AMD 3 days
Bob Meinke HP 8-17,18
Paul Miller Teletype Corp. 3 days
Mike Misheloff VLSI Technology, Inc. 3 days
John L. Mohamed Fairchild 8-19
Farrokh Mohammadl ITT 3 days
Mohammad Mohaved-Ezazi Xerox Corp. 8-18
Rick L. Mohler IBM Corp. 3 days
Alan Moore General Instrument 3 days
Tsou Morris National Semiconductor 3 days
Brian Munt Zilog 8-17
Paul Murray IBM 3 days
B. Nam Burns Research Corp. 3 days
David R. Newby National Semiconductor 8-19
Edward D. Nowak Synertek 8-18
Paul Nygaard Hughes Aircraft 3 days
Soo-Young Oh HP 8-18
Chris O'Kroley Teletype Corp. 3 days
Richard F. Palys Burroughs MCG 3 days
B. Reddy Penumalli Bell Labs 3 days
Dan W. Peters HP 8-17
Don Pettengill AMD 8-18
Joe T. Pierce National Semiconductor 3 days
Jeff H. Pinter Ford Aerospace & Comm. Corp. 3 days
John Poksheva Rockwell International 3 days
Robert G. Poulsen Northern Telecom 8-19
Nader Radjy AMD 8-18
Sunil Rahan Intel 8-19
C.F. Rahim Bell Labs 3 days



Subrahmaniam Rathnam Mostek 3 days
Kola N. Ratnakumar Precision Monolithics 8-18
Kothandaraman Ravindhran GTE Labs 3 days
Ken J. Rebitz Xicor 8-17
Thomas A. Reilly Lafayette College 3 days
Llanda Richardson Digital Equipment Corp. 3 days
Israel Rotstein National Semiconductor 3 days
Klaus K. Schuegraf Tylan Corp. 8-17
Jerold A. Seitchik Texas Instruments 8-17,18
Albert M. Sekela Honeywell Inc. 3 days
Majumdar Senajit Gould Research Labs 8-19
Saleem A. Shaikh AMD 3 days
Steven C. Shatas AG Associates 8-17
Jack Shiao Tandem Computers 8-18
M. Shizukuishi Burns Research Corp. 3 days
Ying K. Shum National Semiconductor 3 days
Rama S. Singh General Electric Co. 3 days
Louis Sivo AMD 8-17
John N. Skardon AMD 8-19
Cezary Slaby Northern Telecom, CANADA 3 days
Steven B. Southwick Westinghouse 3 days
Gregorio Spadea VLSI Tech., Inc. 3 days
Paolo Spadini VLSI Tech., Inc. 3 days
Jacob Steigerwald National Semiconductor 3 days
George Stickney Motorola Inc. 3 days
Chien-Sheng Su Intel Corp. 8-17
Kung-Yen Su Signetics Corp. 8-18
Pin Su RCA Co. 3 days
Yu Sun AMD 8-19
Won G. Sunu Gould, Inc. 3 days
C.T. Tarn IBM Corp. 3 days
Richard C. Taylor Synertek 8-19
Jay M. Tenenbaum Fairchild 8-19
Robert E. Theriault Northern Telecom, CANADA 3 days
Jack F. Thomas Signetics Corp. 8-18
Mammen Thomas AMD 8-17
P.S. Trammel Signetics 8-17
Swe-Den Tsai Monolithic Memories 8-17,18
Fu-Shiang Tseng Fairchild 8-18
Huan-Chung H. Tseng National Semiconductor 8-17,18
Kody Varahramyan IBM Corp. 3 days
Kris Verma Lockheed 3 days
Pete Vutz Synertek 8-19
George Walker Synertek 8-17.18
Perry C. Wallia Synertek 8-17,18
Ching-Tai S. Wang Delco Electronics 3 days
J.K. Wang Hughes Aircraft 3 days
Moe S. Wasserman GTE Labs 3 days
Douglas J. Welter Motorola 8-19
Moo Wen IBM Corp. 3 days
Richard K. Williams Siliconix 8-17,18
William M. Wilson Fairchild 3 days
Thomas W. Woike TRW 8-17,18
Jerry J. Wolfe IBM 3 days
Evert A. Wolsheimer Signetics 8-18
E.G. Wright Synertek 3 days
Jeff T. Yang Memorex 3 days
Young U. Yu FET Lab, Inc. 3 days
Michael Yung Commodore MOS Technology 3 days
Peter M. Zeitzoff Eastman Kodak Co. 3 days



GUESTS: From NSA:
1. Charlotte Ludington 14. J. Crawford
2. Edward Kelso 15. M. Gould
3. Bruce Deal 16. B. Bandy
4. Dick Reynolds 17. T. Smith
5. Sven Roosild 18. C. Putnam
6. Derek Webb 19. J. Griffin
7. Reda Razouk 20. D. Kokalls
8. Fred Walczyk
9. Venson Shaw
10. C. S. Chang
11. Elizabeth Batson
12. Richard Pinto
13. Jacques Beauduoin

SPEAKERS:
1. Tayo Akinwande
2. Dimitri Antoniadis
3. Walter Benzing
4. Joe Berger
5. John Bravman
6. Gary Bronner
7. Daeje Chin
8. Chris Clare
9. Scott Dunham
10. Bob Dutton
11. Paul Fahey
12, Richard Fair
13. Martin Giles
14. John Colovin
15. Scott Goodwin
16. Stephen Hansen
17. Charles Helms
18. Charles Ho
19. Mark Law
20. Hisham Massoud
21. James McVittie
22. Mehrdad Moslehi
23. Andy Neurether
24. William Oldham
25. Harold Ossher
26. Mihir Parikh
27. David Perloff
28. James Pfiester
29. Mark Pinto
30. Jim Plummer
31. Jerry Robinson
32. Enrico Sangiorgi
33. Krishna Saraswat
34. John Shott
35. William Tiller
36. Willie Yarbrough
37. Zhiping Yu



Stanford
University
Software
Distribution

Purpose SDC Tier Two Distribution
To disseminate Stanford-developed com- The seconci tier of distribution is for commer-

puter software efficiently and broadly to cial use within industrial firms. The license
potential users. granted is non-exclusive, non-transferable

and for internal use only. The license does

Background not cover the right to use the program or
The number of research projects involving portions of the program in any service orcomputer software is steadily increasing. product offered by the licensee. Programs
Mere publication in a research journal is are generally provided at a paid-up royalty
often not adequate to transfer research or an annual royalty fee.
methodologies and findings to other scien-

tists or the public without the availability of Tier Three Distribution by
the computer software used in the research. Commercial FirmsA Software Distribution Center (SDC) has The third tier of distribution is performed by
been established at Stanford University as a private software companies which are
mechanism to distribute computer software granted a license from Stanford to developefficiently to the largest number of potential the software and then to sublicense it to oth-
users. The SDC relieves faculty and students ers. The commercial tier three distributor
of this often burdensome and distracting is able to provide the installation, mainte-
task, and also provides a focal point for nance, debugging, enhancements, training
individuals at other universities, in industry, and support that the SDC caririi'. In some
in government and elsewhere who wish to cases, recipients of first or second tier distri-access Stanford software, bution from the SDC may also become cus-

The SDC provides no commercial services tomers of the tier three distributors, desiring
such as installation, maintenance, debug- the more developed version and services
ging, enhancements, training or support of provided.
any kind. The software is distributed on an Not all software programs are available
"as is, with all defects" basis. from a tier three distributor. Some are cur-ii!Software from Stanford is available on a rently distributed only on a tier one and/or

three-tier schedule (see diagram). The first tier two basis from the SDC. When a tier
two tiers are accomplished by the SDC. three licensee is sought, Stanford's Office of

Technology Licensing considers such fac-tors as:

SDC Tier One Distribution tor a
The first tier of distribution is for non-commer- -market access of the prospective Licensee
cial research use and is performed on a to potential user-customers
cost recovery basis. The license granted is -technological competence of the pro-
ion-exclusive, non-transferable and for in- spective licensee with respect to the par-

ternal use only. Programs are provided at ticular software program
an estimated break-even price (factoring in -resources that are available to the pro-
the cost of reproduction, materials, postage spective licensee for comm 'ment to dev-
and handling, and the estimatea number of elopment marketing and support
users), which allows the SDC to recoup its Administration of the SDC
operating expenses This type of distribution T dminist ered b the OfCis generally made to academic colleagues, The SDC is administered by the Office ofnoniprofit research institutions, and govern- Technology Licensing, 105 Encina Hall. Stan-
ment agencies ford University, Stanford, California 94305,

(415) 497-0651, Telex 348402 STANFRD STNU.

The SDC staff looks forward to serving you
and welcomes your inquiries.
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